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Introduction

The Large Hadron Collider (LHC)[1] will start to operate in 2007. Four major LHC experiments (ALICE, ATLAS, CMS and LHCb) will collect roughly 15 PB of data per year, which should be processed, calibrated and analyzed multiple times. Seamless access

to the LHC data should be provided for 5000 scientists in about 500 research institutions worldwide. All the data have to be available over the estimated 15-year LHC lifetime.  

The goal of the LHC Computing Grid Project (LCG)[2] is to prepare and deploy the computing environment capable to meet the challenging requirements of the LHC experiments. 

The LCG project was approved by the CERN council in September 2001. Two major phases of the project were defined. The goal of the first phase (2002-2005) was to develop software and services, to build the prototypes and to accumulate first experience operating the new infrastructure. The second phase starting at the beginning of 2006 should bring into operation the production quality system for storing and analyzing of the LHC data.  

The LCG Technical Design Report [3] estimates the computing power required for the LHC data analysis to be of the order of 100 000 CPUs (CPU available in 2004). A globally distributed model for data storage and analysis was chosen. Originally MONARC [4] (Models of Networked Analysis at Regional Centers for LHC Experiments) project suggested hierarchical structure which has been evolved according to the Grid paradigm. CERN and multiple computing centers worldwide are providing resources for constructing of the LCG infrastructure.   

Close collaboration with other projects and organizations like EGEE [5] (The Enabling Grids for E-sciencE) project, other major Grid development projects, network providers and production environments around the world is very important for the fulfilling of the LCG tasks. EGEE infrastructure built starting from the LCG infrastructure provides the world’s largest Grid infrastructure for supporting 6 scientific domains.

The current status of the LCG project is described below.

1. Distributed multi-tiered model


The distributed computing model maps well with the structure of the LHC collaboration and allows the LHC members to retain responsibilities for the local resources while contributing to the fulfilling of the common tasks.


Distributed system has no single-point of failure and provides efficient access to the data and to the computing resources independently of the geographical location.

All four LHC experiments had described their computing systems [6,7,8,9] as the hierarchical multi-tiered model which is a basis of the LCG architecture.

The responsibility of the single Tier-0 [10] located at CERN is to record raw data coming from the data acquisition systems, to implement first-pass reconstruction, to store the reconstructed data and to redistribute of the raw and reconstructed data to the Tier-1 centers according to the experiments policies.  

The role of the Tier-1 centers is to provide the permanent storage for raw, simulated and reconstructed data and to provide computing resources for data reprocessing and analysis. Currently 11 Tier-1 centers [11] are identified.

Tier-2 centers [12] should support Monte Carlo simulation and user analysis. No permanent data storage is required. Data simulated by Tier-2 centers could be stored at Tier-1 centers. Lower tier facilities (Tier-2 and Tier-3) can store temporary some data samples required for end-user analysis and should be provided with the access to the data and the computing resources following the experiments policies.

2. Basic Functionalities and Services


The Baseline Services Working Group [13] set up by the LCG Project Execution Board in February 2005 defined the basic services required by the experiments and agreed on their functionalities and interfaces.

The main components of the baseline services set defined in the report [14] of the working group are listed below:

· Storage Element Services 

The Grid storage is presented via Storage Resource Manager [15] (SRM) hiding different implementations of Mass Storage System (MSS). SRM provides a uniform access to data coherent with the user security;

-     File Transfer Service (FTS)

FTS provides a reliable data transfer on top of srmcopy or GridFTP [16];

· Compute Resource Services

These services provide access to the local batch system for the job submission and   querying of the status of the submitted jobs, publish information about available resources through the Grid information system, provide authentication, authorization mechanism based on the Virtual Organization (VO) management model;  

· Workload Management

Workload Management system is responsible for the distribution of work between the computing elements taking into consideration the resource requirements of the concrete job;

· VO Management Services

These services manage user membership in the VOs and generate extended proxy certificates for the registered users;

· Grid Catalogue Services

Grid Catalogues resolve the location of a single file or of a set of files (dataset).

Independently of the way how different experiments are going to use Grid catalogues and the deployment model they choose there are some common requirements: hierarchical namespace, mapping of the logical file name to the storage location, access control on the directory level and on the file level;

-    Database Services  

Database Services located at Tier-0 and Tier-1 centers provide a database backend for Grid catalogues and experiment specific applications like metadata catalogue or the conditions databases.

3. Middleware evolution

LCG middleware implementing services and functionalities described above includes components which had been developed by external sources, research projects and institutions. The main components of the middleware package are based on the Virtual Data Toolkit (VDT) [17] and DataGrid Project [18] middleware (EDG). Other important subsystems are GLUE information schema [19], SRM, Disk Pool Manager (DPM), LCG File Catalogue(LFC)[20].

LCG2 is a middleware version currently deployed on the LCG infrastructure. It was released in February 2004.


The new generation of the middleware called gLite [21] is developed by the EGEE project. gLite aims to address the LCG2 shortcomings and to match the advanced needs of LHC and other scientific applications. 

The guiding principles of the gLite development are:

-    Service oriented approach;

· Lightweight services – easily and quickly deployable. It is important to be pragmatic and to foresee re-engineering of the existing services where possible;

· Performance, scalability and fault tolerance;

· Co-existence with other middleware flavors (LCG2 and possibly Open Science Grid [22] in US (OSG)).

Basic components of the gLite are deployed on the pre-production testbed.  They are being tested and evaluated also by ARDA [23] project and Task Force projects set up by the LHC experiments. Some of the gLite subsystems like VOMS, FTS and RGMA [24] are already used on the production infrastructure. Ongoing tests are currently concentrated on the performance issues. LCG2 and gLite middleware will gradually converge to a single distribution called gLite.

4. LCG deployment and operations


The operation of the LCG infrastructure is managed in collaboration with EGEE project. In November 2005 the production service included 170 sites with about 15,000 CPU available. The Site Functional Tests are running regularly providing statistics showing the reliability and availability of the sites. Solving of the problems discovered by continuous site monitoring as well as user support are performed by the multi-level support team.

Regional Operations Centers (ROC) coordinate and support sites in their region, Core Infrastructure Centers (CIC) maintain central services and perform in rotation the daily monitoring, while the Operations Management Center located at CERN oversees the LCG deployment and provides high level expertise. The User Support Center (GGUS) coordinates the user support by providing a central portal.


A series of Service Challenges run by the LCG project is contributing to the creating of the production-quality system. Service Challenges allow to test experiment use-cases over the extended periods of time and to track and address technical problems showing up when the specific services are exercised under the realistic load.  

5. LCG project and LHC experiments


A substantial part of the computing activities of the LHC experiments is performed on the LCG infrastructure. LHC experiments are using LCG resources for testing and validation of their computing models, for running Monte Carlo production and analyzing of the simulated data. 

Data Challenges performed by all four experiments in 2004-2005 aimed to build and test the experiment computing systems. At the same time Data Challenges allowed to identify the current limitations of the LCG system and steered the new cycle of the middleware development. Large fraction of jobs failures during Data Challenges was due to the local site configuration problems (failure rate was in the range from 5% to 40% depending on application). Insufficient scalability and performance of RLS file catalogue and some other services were detected.

During Data Challenges experiments mainly used LCG resources for Monte Carlo production which represents a large scale but centrally controlled activity. Enabling a large distributed community of individual users and small groups to use Grid resources for their physics analysis is a very challenging task because it requires non-controlled multi-user access to the data files and computing resources. 

ARDA project was set up to investigate the area of distributed analysis together with the LHC experiments. ARDA stands for ‘A Realization of Distributed Analysis for LHC’.

Prototype activities in ARDA and within the LHC experiments are converging on a first version of the distributed analysis systems, which vary between the four LHC experiments.


The ALICE prototype is an evolution of the early experiment prototype based on the AliEn [25] system, incorporating features from Parallel ROOt Facility (PROOF) [26].


Atlas and LHCb prototype activities in ARDA are focusing on the GANGA [27] (Gaudi/Athena aNd Grid Alliance) system. GANGA is a joined ATLAS-LHCb user interface project providing support for various submission back-ends and experiment applications. GANGA framework fully exploits a plug-in architecture. Integration of new back-ends and applications in GANGA is very easy. Presently GANGA supports several back-ends, namely LCG/EGEE middleware as well as local batch systems, the LHCb and ATLAS production systems.


CMS-ARDA activities focused on the developing of a full end-to-end prototype called ASAP [28] (Arda Support for cms Analysis Processing), providing an advanced services like Task Manager and Job Monitor. Task Manager service manages user task on user behalf. Task Manager follows the progress of task processing, resubmits failed jobs, generates task monitoring information on the web, retrieves the output of the accomplished jobs and saves it at the final location. ASAP system is used by 25 pilot CMS users submitting to the Grid more than 60.000.000 analysis jobs per month. Currently ARDA is working on the integration of the Task Manager and Job Monitor with CMS job generating tool CRAB [29] (CMS Remote Analysis Builder). 

Conclusions

The transformation of the LCG in a real production service is happening gradually due to a constant effort of all LCG members and due to the collaboration with the other projects like EGEE. The schedule foresees to have the initial LHC service in stable operation by September 2006, ready for the beginning of the data taking in April 2007.

Acknowledgements

I would like to thank all my colleagues contributing to the success of the LCG project. This paper presents results of their joined effort.

References

[1]
LHC Homepage, http://cern.ch/lhc-new/homepage

[2]
LCG Homepage, http://lcg.web.cern.ch/LCG

[3]
LHC Computing Grid Technical Design Report, http://lcg.web.cern.ch/LCG/tdr

[4]
MONARC project home page, http://monarc.web.cern.ch/MONARC/

[5]
EGEE Homepage, http://egee-intranet.web.cern.ch/egee-intranet/gateway.html 

[6]
ALICE Technical Design Report of the Computing, ALICE-TDR-012, CERN-LHCC-2005-018. 

[7]
ATLAS Computing, ATLAS-TDR-017, CERN-LHCC-2005-022.

[8]
CMS Computing Technical Design Report, CMS-TDR-007, CERN-LHCC-2005-023.   

[9]
LHCb Computing, LHCb-TDR-11, CERN-LHCC-2005-019.

[10]
B. Panzer-Steindel, Sizing and Costing of the CERN T0 center, CERN-LCG-PEB-2004-21.

[11]
List of Tier-1 centers, http://lcg.web.cern.ch/LCG/C-RRB/Tier-1/ListTier1Centres.pdf

[12]
List of Tier-2 centers, http://lcg.web.cern.ch/ C-RRB/Tier-2/ListTier2Centres.pdf

[13]
Baseline Services Working Group, http://cern.ch/lcg/PEB/BS

[14]
LCG Baseline Services Working Group Report, http://cern.ch/lcg/PEB/BS/BSReport-v0.7.pdf

[15]
T. Perelmutov et al, Storage Resource Manager, CHEP, Interlaken, September 2004.

[16]
W. Allcock (editor), GridFTP: Protocol Extensions to FTP for the Grid, GGF recommendations GFD.20, March 2003.

[17]
Virtual Data Toolkit, http://vdt.cs.wisc.edu/

[18]
The DataGrid Progect, http://www.edg.org/

[19]
S. Andreozzi et all, Sharing a conceptual model of Grid resource and services, CHEP, La Jolla, March 2003.

[20]
J.P. Baud, J.Casey, Evolution of LCG-2 Data Management, CHEP, Interlaken, September 2004.

[21]
EGEE Middleware, http://egee-jra1.web.cern.ch/egee-jra1/

[22]
OSG project home page, http://www.opensciencegrid.org/

[23]
ARDA project home page, http://cern.ch/arda

[24]
EGEE Information and Monitoring, http://hepunx.rl.ac.uk/egee/jra1-uk/glite-r1  

[25]
AliEn project home page, http://alien.cern.ch/twiki/bin/view/AliEn/Home  

[26]
PROOF project home page, http://root.cern.ch/root/PROOF.html

[27]
U. Egede et al, Ganga user interface for job definition and management, Fourth UK e-Science All-Hands Meeting, Nottingham, UK, September 2005.   

[28]
ASAP project home page, http://www-asap.cern.ch/

[29]
CRAB project home page, http://cmsdoc.cern.ch/cms/ccs/wm/www/Crab

PAGE  
48

