
Internal Architecture of Distributed Real Time System of Image Processing and Pattern Recognition
I.M. Gostev, L.A. Sevastianov

PFUR, Moscow, Russia

There are some problems, which must be decided for image processing that is unlimited graphic information flow. On one hand, there is a problem of operating speed for computers system using for its processing. On another hand, special methods must be developed for image processing and pattern recognition in real time for continuous image flow. 

It is obviously that simultaneous execution of all operations on one computer under high-speed graphic flow is impossible. The system must be constructing in distributed computation environment. In the environment, each element must execute only one operation on image processing or pattern recognition. One process – called “controller of flow” must be realized by administration of all operations, assigned for process distribution between computers, regulation and synchronization of their execution.

In the system, all of methods of image processing and pattern recognition must be constructing to provide only one pass on image. Moreover, all methods must have no parameters (by possibility) for tuning a process for image properties.

Architecture of system must be defined under condition of all its requirements. Real time system for image processing and pattern recognition - STIPR2000 [1] was used as prototype. The system can work in two modes. In automatic mode, input information for this system is continuous data flow. STIPR processes its flow and produces output information for user about interesting objects. Output data consist of coordinate part in the form of centre of mass of objects and its angles of rotation relative to the sample. In interactive mode, system may create project and sample files and execute all operation under user control. The paper describes hard and soft decisions used to realize the goal.

Controller of flow

Uniform solution was designed task for unification of executing process in distributed system. It permits to realize all methods of image processing and pattern recognition.

Scheme of the decision based on program realization functional
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, summarizing conception image processing and pattern recognition [2, 3] can be written as
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where 
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- input image, 
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 - function on image processing or pattern recognition, 
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 - vector of parameters in image processing and recognition function, 
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 - vector of parameters of sample, used for recognition, 
[image: image7.wmf]t

r

 vector of function numbers.
In practical execution this functional takes place under regulating of controller of flow, which creates context of the function, controls its execution, analyzes a result and send it on predetermined information output. Scheme of regulatation of tasks in the system is presented on fig. 1. 
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Fig. 1. Scheme of regulate of tasks

Regulation is transmitted on controller of flow after reading project file. It switches direction of input information onto input device and starts the first method of processing (Method 1) with its parameters. After its execution, a result is written in intermediate buffer. The next method reads input information from previous method’s buffer, works and saves a result in own buffer, and so on. Final result is sended on output device, predetermined in project file. 

Let us examine in detail the execution mechanism of one method under regulation of controller of flow. After starting, a method begins execution of the following operations:

· Transmits input buffer address to a method (direction of input information); 

· Transmits data about buffer organization (type, memory precision, speed of buffer memory fill, mechanism of feedback etc.); 

· Transmits parameters to methods for image processing or recognition;

· Defines mode of operation (interactive or automatic);

Methods execute the following operations:

· Create output buffer with the inner structure, which are suitable for type of method’s operation;

· Check volume information in input buffer for beginning of a work;

· Read some portion information from input buffer and send confirmation signal (this allows to delete these data in previous process). This regime allows a work with small buffer. There is no signal of confirmation in interactive mode of work. This realizes an ability for rollback result data from each method;

· Processing of input information in accordance with functional destination of method;

· Write result of processing in output buffer. If confirmation signal from next method was received, it deletes a portion of information from buffer, which was read by the next method;

· Process execution is finished after ending information in input buffer or after receiving terminal signal from controller of flow.

It must be noticed, that this organization of functioning of system including controller of flow and all of methods allows multiprocessing treatment of input information. Each this method will be executed in its own process independent by from another. There is no intercommunication between processes. All information is transmitted through controller of flow only.

Naturally, profit in speed from using multiprocessing mechanism is reliable only in multiprocessors or distributing computation systems. The real test showed, that speed profit was achieved only by means of three processors system. 

Let us examine distinctive features of methods in this calculation structure. There are additive parameters in implementation of methods:

· Direction of input and output;

· Mode of work – automatic or interactive;

· Formats of input and output data;

· Predeterminations parameters for mechanism reading portion information with sending confirmation signal;

· Parameters for determination of mode of listening signals from controller of flow.

· Parameters for synchronization of execution with another parallel process.

Implementation of all of methods in form of functional (1) permits maximally to unify executing of all parts of the system. Executing part of each method must be included into a library, where each method has a set of standards input and output parameters. This library may be transferred in any hard and soft platform. 

Two mode execution

In process creation of the system it was decided to divide system into two independent parts. The first part – for experiments and research, must provide work of STIPR-2000 in interactive mode by graphic interface. The mode consists of the following operations: to make composition of all methods of processing and recognition in single description; to define order of execution of methods; to define numbers of parameters and its value; to represent results to user; to create sample for recognition, its saving, loading and edit; to load and save image in numerous formats; to save intermediate results; to create, edit, save and load project file; to copy image (or it part) for transmitting to another system. This part of system was named – composer. 

The second part of the system is realized only as executor of project. It has no graphic interface and works from a command line. This part reads a project file, tunes the system for a work, loads codes of methods in memory and executes them. Result of work is represented in one of output devices. This part implementes in ANSI C standard, that it may be portable into any hardware and software. This executor is named “automat”.

The system project file contains all information necessary to work an “automat”, namely:

· Set and order methods for processing and recognition;

· Numbers and values of method’s parameters;

· Information about sample;

· Direction of input information and output result.

Operation with sample 

Work with sample in system is maximally simplified. Mode for creation sample consists of two operations. The first operation is to input sample file name, under which it will be saved. The second operation is positioning cursor on contour of sample object and putting mouse key. After this the sample’s file will be created and saved automatically. Sample is loaded to the system before the first method of pattern recognition starts.

Principle of conveyer construction

Let each functions 
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 from (1) are processing input data flow, and assume, that for all functions are implemented two conditions. Firstly, for executing only one pass on image is necessary, and secondly – for processing use, limited numbers of image line are necessary, then realization of this functions may use a conveyer process, with the following inner organization [4].

Input information is sended to the first device (processor), at which first function 
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 is realized. After some lines have been accumulated as result of 
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 enough to begin executing of the second function 
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, these lines are transfered to the second device for executing of 
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. Similarly the first device, after accumulating 
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 lines for a work of third function
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, these lines are transfered to the third device and so on. On fig. 2 numbers 1-m show processes for image processing. After accumulating 
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 lines as result of execution of the first process, the second process may start. After accumulating 
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 lines, as result of execution of the second process, the third process may start.
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Fig. 2. Conveyer organization of processing operation

At final stage of image processing contours-clusters of graphic object will be obtained, and at final stage of recognition identified object invariant for 2d affine transform (translation, scaling and rotation) will be obtained.

Conclusion

For example, implementation of this system is shown on fig. 3. Input image (a) is presented in upper part. In lower part three groups of contours of recognized objects (b, c, d) with their samples (to left from each group) are presented.

Common architecture of system was described in [4]. Benefit estimation of increasing processing speed under transmit from one processor to many is shown, that we achieve speed increasing for six and more times [4]. Examination of the system is shown, that the system is well corresponding to grid technology named Condor. Now we plan to implement system in this architecture. For reconstruction the system only controller of flow must be revised in accordance with Condor requirement. We suppose, this work to be continued at JINR and Peoples Friendship University of Russia.
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Fig. 3 Example of result of image processing and pattern recognition

References

[1]

I. M. Gostev, “A Program Package for Image Processing and Pattern Recognition,” in Proceedings of 3-rd International Conference of Digital Signal Processing and Its Application (Publishing of Radiotekhnika Journal, Moscow, 2000), Vol. 2 [in Russian]. pp.53-56. 

[2]

I. M. Gostev, Recognition of Graphic Patterns: Part 1 // Journal of computer and Systems Sciences International. Vol. 43. No.1, 2004. pp.129-135.

[3]

I. M. Gostev, On principles of constitution specimen in system to recognition graphical objects // Journal of computer and Systems Sciences International. Vol. 43. No.5, 2004. pp. 792-799.

[4]

I. M. Gostev, L. A. Sevastianov, About Об construction distributed calculation in real time system of image processing and pattern recognition // Proc Int. conf. «Distributed computation and GRID in science and education » Dubna JINR June 2004. Pp.79-85.

PAGE  
116

_1185871336.unknown

_1185873116.unknown

_1186035879.unknown

_1186043250.unknown

_1186043741.vsd
Drag the side handles to change the width of the text block.�

�

First method image processing�

Result from image processing
and recognition�

k1 - line �

k2 - line �

k3 - line �

1�

2�

3�

m�


_1186035965.unknown

_1185873119.unknown

_1185873121.unknown

_1185873108.unknown

_1185873112.unknown

_1185871555.unknown

_1182494476.unknown

_1182494479.unknown

_1182494468.unknown

_1174296325.unknown

