JINR Participation in the LCG and EGEE Projects

V. Korenkov

Laboratory of Information Technologies, Joint Institute for Nuclear Research

The main goal of the LCG project (LHC Computing Grid; ttp://lcg.web.cern.ch/LCG/) is to create a global infrastructure for regional computing centers located in different countries all over the world. This infrastructure must provide the facilities for processing, storage and analysis of data from the physical experiments which are constructing now at the Large Hadron Collider (LHC) at CERN. The modern grid technologies are the basis of the infrastructure building. The LCG project is carried out in the two phases: the first phase (2001-2005 years) on prototype development and creation; the second phase                    (2005-2007 years) on creation of the LCG infrastructure ready to the data processing, storage and analysis at the LHC start which is planned in the 2007 year [1]. It should be mentioned out that at all the LHC experiments an access to data will be organized by means of the LCG facilities only. So way, there must be the LCG infrastructure with the proper LCG services at all the institutes participating in the LHC experiments and the institute’s users must be registered in the LCG infrastructure and have the experience of work in this infrastructure. 

The JINR staff members participate in three LHC experiments (ALICE, ATLAS and CMS) and it is strongly important to provide the proper conditions for the JINR physicists for their full-scale participation in the experiments at the LHC running phase. The Joint Institute for Nuclear Research participates in the LCG project in accordance with the Protocol between CERN, Russia and JINR signed and adopted in 2003. The following directions of the activities were defined:

· creation and 24-hour support of the LCG infrastructure at the JINR;

· testing of various new grid software to be deployed in the LCG;

· evaluation of the grid technologies in a context of their  usage in the LCG: in particular, the Globus toolkit (http://www.globus.org/) or grid software from the industry (http://gridcafe.web.cern.ch/gridcafe/gridprojects /industry.html)
· development and support of the Monte-Carlo generator repository and data base (MCDB; http://mcdb.cern.ch)
· support and development of the Castor system (CERN Advanced STORage manager; http://castor.web.cern.ch/ castor/ )
· participation in the ARDA project (A Realization of Distributed Analysis for LHC; http://lcg.web.cern.ch/LCG /activities/arda/arda.html).      

The EGEE project (Enabling Grids for E-sciencE; http://www.eu-egee.org ) has been organized to create a global infrastructure for a scientific sphere and it is supported by the European Community. The JINR and a number of Russian institutes successfully participated in the EU DataGrid (http://www.eu-datagrid.org) and LCG projects have been invited by the European partners to join the EGEE project. The aim of the EGEE project is to gather all current national, regional and application grid developments into a common grid-infrastructure for the scientific research. The EGEE project will provide a 24-hour access to the most high-performance computing resources independently of their geographical location. The world-wide distributed scientific communities will use this infrastructure constructed in the accordance with the common access rules. At the 4th EGEE conference in Pisa the main results achieved on a way of creation of a global scientific infrastructure have been presented. In particular, it was reported that now the EGEE infrastructure includes more than 150 sites  in Europe, America and Asia and more than 2 million jobs have been calculated at the EGEE global computing resources (it is a 1000-year equivalent of a one computer work). Presently the LCG-2 software has been installed at all the sites participating in the EGEE project and so way, the EGEE project infrastructure can be de defined as a common LCG/EGEE infrastructure.

The JINR and Russian institutes participating in the EGEE project founded the Russian Data Intensive Grid consortium (RDIG) to accomplish commonly the works in the EGEE project and develop the EGEE infrastructure in Russia. It is planned to involve another Russian organizations from different scientific, educational and industry spheres. The      RDIG EGEE creation was fixed in an official document named Memorandum on grid infrastructure creation in Russia signed in the 2003 year by the directors of nine institutes including the JINR. Now the RDIG EGEE is a part of the global LCG/EGEE infrastructure. The JINR participates in the following EGEE activities: SA1 - grid infrastructure support, NA2 – dissemination and outreach of knowledge on grid, NA3 – training and induction,    NA4 – application identification and support.

By the middle of the 2004 year the LCG/EGEE infrastructure has been created at the JINR. This infrastructure can be considered as a part of the JINR Central Information and Computing Center (CICC). The JINR LCG/EGEE farm consists of a complex of special servers providing the proper grid services and twenty computing nodes. The users can access the LCG/EGEE resources via User Interface service installed at one of interactive computers of the JINR CICC (lxpub03.jinr.ru). Also the following grid services are provided at the JINR: Storage Element (SE) service on a basis of the DPM system; Computing Element (CE) service, a grid batch queue; Resource Broker service (RB); Information Service (BDII); the advanced service for access to the LCG/EGEE resources (MyProxy). The first two services are obligatory to provide the LCG/EGEE functionality at any LCG/EGEE site and the other three services are additional but their duplication in the RDIG EGEE infrastructure increases the reliability of the RDIG EGEE functionality in a whole. The special server has been installed and supported at the JINR to provide the RDIG EGEE sites monitoring. Currently the monitoring is based on the MonALISA system [2]. The further usage of another monitoring systems (GridICE, MapCenter) is under consideration. The monitoring system is accessible at the http://rocmon.jinr.ru:8080. During 2004-2005 years the versions of the LCG software have been upgraded twice (to LCG2.4 and to LCG2.6 versions). Also the transition to the Scientific Linux operational system has been accomplished. 

By now in the frames of the participation in the LCG project the following works have been done in a cooperation with Russian and foreign colleagues:

· development of G2G (GoToGrid) system on automatic installation and tuning of the LCG sites (a set of modules for configuration files creation for installation on separate nodes) [3];

· CASTOR system development (a system garbage collection module);

· Monte-Carlo physical events data base structure development at CERN (creation of a set of basic modules; web-interface development) (http:// mcdb.cerb.ch) [4];

· detailed Globus Toolkit 3.0 GridFTP testing [5].

In the frames of SA1 activity of the EGEE project the following works are carried out:

· system support of the LCG/EGEE infrastructure at JINR;

· monitoring of the RDIG LCG/EGEE resources;

· participation in Service Challenges on intensive data transfers between Tier2 and Tier1 centers [6];

· participation in testing of some  gLite EGEE middleware components (metadata catalog, a combined file and replica catalog);

· OMII grid middleware distribution (versions 1.0-1.2) evaluation [7];

· testing of the Globus Toolkit 4 package [8].

In the frames of NA2 activity of the EGEE project an overall coordination on NA2 in the RDIG EGEE consortium is accomplishing [9]. The RDIG-EGEE informational web-portal has been created (http://www.egee-rdig.ru). The portal is realized on the Apache 2 web-server with a usage of ORACLE DBMS and php-Personal Home Page [10]. In the frames of NA3 activity training courses and lectures have been organized both for the users beginning to work in the LCG/EGEE environment and system administrators. Also special courses have been conducted for the CMS users at the JINR. In the frames of NA4 activity an overall coordination on NA4 in the RDIG EGEE consortium is accomplishing too. Installation and testing of application software for ALICE, ATLAS, CMS and LHCb is carried out. JINR participates in Data Challenges and Service Challenges for the LHC experiments. We involve the new users into ALICE, ATLAS, CMS and LHCb virtual organizations and participate in creation of computing models for the LHC experiments [11,12].

The results obtained have been presented at the international conferences (“Distributed Computing and GRID-technologies in Science and Education”, Dubna, Russia, 2004; CHEP’2004, Interlaken, Switzerland, 2004; NEC’2005, Varna, Bulgaria, 2005) and the EGEE conferences (Cork, 2004; Haague, 2004; Athens, 2005: Pisa, 2005).
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