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Abstract 

DIRAC (Distributed Infrastructure with Remote Agent Control) has been developed by the CERN LHCb experiment to facilitate large-scale simulation and user analysis tasks across computing resources of all participating institutes. DIRAC utilizes a concept of a lightweight, robust and flexible system which allows to integrate seamlessly heterogeneous computing resources. In 2004 DIRAC has been successfully used for an intensive physics simulation involving more that forty sites worldwide. Within 4 months of Data Challenge LHCb was able to produce 187 million events constituting 62 TB of data stored at CERN and 5 Tier 1 centers. 

1. Introduction
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The LHCb experiment [1] is designed to study CP violation and other rare phenomena in the b-quark sector at the LHC with very high precision. This should provide a deep understanding of quark flavour physics expanding the current studies underway at the B-factories and at the Tevatron. Very high energy of proton-proton collisions at LHC provides excellent conditions for b-hadron studies: opportunity to study b-hadrons that cannot be produced at current B-factories, very high production rate of b-hadrons (105 b-quark pairs/s at the nominal LHCb luminosity), high momentum of produced b-hadrons which is very important for precise measurement of their decay time. At the same time the b quark production cross section is 2 orders of magnitude smaller than the total cross section visible in the detector. The decay modes of the b-hadrons that are of interest for CP violation studies all have very low visible branching fractions, typically smaller than 10-4. For effective on-line selection of interesting events LHCb is planning to operate a sophisticated 3-level trigger system [2] gradually reducing the initial bunch-crossing rate of 40 MHz by a factor of 2x104. Fast recognition of b-hadron decay distinctive signatures requires reconstruction of information from almost all the LHCb subsystems. The L0 trigger is a hardware custom-designed processor requiring high pt leptons or hadrons. Its output is limited to 1.1•106 crossings per second. The selected events are read out into a farm of CPUs for further selection using pure software algorithms. L1 trigger requires that high pt particles have a large impact parameter with respect to the reconstructed primary vertex. The rate is further reduced to 40 kHz. Final background reduction is performed by High Level Trigger (HLT) selection algorithms, which are based on reconstruction of interesting b-hadron final states. Optimization of trigger algorithms, verification of detector design aspects and detailed understanding of unavoidable combinatorial background clearly require intensive MC studies taking into account possible pile-up of several proton-proton interactions in a single bunch crossing and partial overlap of detector response from several consecutive bunch crossings. All generated events should pass the Geant4 based tracking through the LHCb apparatus, which is very CPU expensive. Once operational, the LHCb detector will produce data at a rate of 50 MB/s (3). This massive quantity of data then needs to be distributed around the world for the 500 LHCb physicists at 50 institutes to be able to carry out the analysis. The computing resources of all participating institutes will be integrated together and shared in a coordinated manner using grid services. The middleware for the grid services is provided by projects such as Globus [4], EGEE [5] and LCG [6]. The LHCb computing model intends to utilize many aspects of LCG but will have, in addition, experiment-specific components. LHCb will have to integrate a coherent system of resources and Grid services to carry out its computing tasks in the distributed environment. This system has to be quickly and easily deployed across all participating institutes, with minimal effort from local site administrators, either for installation or maintenance. Figure 1 illustrates the computing sites currently contributing to LHCb.

2. DIRAC design goals

DIRAC (Distributed Infrastructure with Remote Agent Control) is the resulting LHCb distributed computing system. It incorporates LCG computing resources and functionality, while also allowing the integration of non-LCG resources (as shown in Figure 1). DIRAC is conceived as a lightweight system with the following requirements:

· support for a rapid development cycle,

· ability to accommodate ever-evolving Grid opportunities,

· ease of deployment on various platforms,

· bug fixes and new functionalities should be transparent or possibly automatic reducing the effort needed at local sites.

One of the main design goals is the simplicity of installation, configuration and operation of various services. This makes the threshold low for new sites to be incorporated into the system. Once installed and configured, the system should automate most of the management tasks, which allows all the DIRAC resources to be easily managed by a single production manager. The system is designed to be robust and scale well to the challenging computing needs of the LHCb Collaboration. 

3. DIRAC Architecture

DIRAC is designed following a lightweight Agent/Service model, which emphasizes a Service Oriented Architecture (SOA). The services decomposition is based on the ARDA LCG/RTAG proposal [7]. It provides a scalable distributed computing environment for uncoupled or loosely coupled computational tasks, requiring significant input data and producing large volumes of output data. The general view of the DIRAC architecture is shown in Figure 2. The main types of the DIRAC components are Resources, Services and Agents. Resources represent Grid Computing and Storage Elements available at remote sites. Access to these resources is abstracted via a common interface. The corresponding API is implemented for various back-end batch systems: PBS, LSF, NQS, BQS, Sun Grid Engine, Condor and standalone PC. One particular case is access to the LCG grid, which is realized as a standard DIRAC CE. All resources are controlled autonomously by local lightweight Agents, which in turn are interacting with main DIRAC services. Agents are configured taking into account the details of specific site usage policy by a local administrator. They can be installed and run entirely in the non-root user space on any computer, which allows the rapid utilization of heterogeneous systems in a federated manner. A set of independent, stateless, distributed services is a core of the whole system. They are administrated centrally and deployed on high availability machines. A significant effort was taken to insure fault tolerance for basic services [8]. The crucial services are duplicated to increase their availability. The main DIRAC subsystems, Workload Management and Data management, are combinations of central Services and distributed Agents.


Fig. 2. DIRAC architecture overview

4. DIRAC WMS

The project was initially started as a system for distributed MC production able to run 104 jobs simultaneously with ~105 jobs in the processing queue. The core component of DIRAC is the Workload Management System (WMS). DIRAC WMS tries to use computing resources as soon as they become available, rather than attempting global optimization of all jobs over all resources. In this approach, which we call pull paradigm, computing resources request tasks by announcing their availability. In contrast, a push paradigm has a complicated scheduler that monitors the state of all queues and assigns jobs to queues as it wishes. Such scheduler requires correct and up-to-date information about all participating resources, which is often not the case for components largely distributed over many countries in the Grid environment.

The Workload management System consists of three main components: a central Job Management Service (JMS), distributed Agents running close to DIRAC Computing Element and Job Wrappers which are encapsulating the user job applications. The JMS is responsible for job submission, sorting submitted jobs in task queues, serving jobs to the Agent requests, accumulating and serving job status information for monitoring. Agents continuously check the availability of their Computing Element, pull jobs from the JMS and steer job execution on the local computing resources. Job Wrappers prepare job execution on the Worker node. 

On LCG the Agents are deployed right on the Worker Nodes using the standard LCG scheduling mechanism. These so called Pilot Agents turn the Worker Node in a virtual LHCb production site removing any differences with the resources outside LCG. This approach allowed masking inefficiencies of the LCG platform increasing the overall effective performance both for the MC production and data analysis tasks. The more detailed description of the DIRAC WMS can be found in [9].

5. DIRAC DMS

During the last few years massive MC production in distributed Grid environment became a routine task. The interest and efforts of the LHCb collaboration have shifted to the distributed analysis and reprocessing of large amount of data. This task obviously requires very efficient and functional Data Management System (DMS), which turns out to be a very complex task. The DIRAC project decided to create an open system which will easily accommodate third party products. The DIRAC DMS provides fault-tolerant transfers, replication, registration and meta-data access for files both at DIRAC computing centers and long-term mass-storage sites. The replicated data is registered in File Catalogs. Due to its modular architecture, DIRAC project was able to operate several File Catalogs seamlessly in parallel which provided the necessary redundancy in this crucial area and allowed us to make a comparison of different implementations. We have tried out the File Catalog which is part of the AliEn project [10]; LHCb Bookkeeping Database as the File Catalog solution;        LCG File Catalog (LFC) developed by the LCG project. The latter became the main choice now. 

6. Implementation details

The current implementation has been written largely in Python. This scripting language was chosen due to the rich set of library modules available, its object oriented nature and the ability to prototype rapidly new design ideas. All Client/Service and Agent/Service communication is done via XML-RPC calls, which are lightweight and fast. The Client-Service communications are secure using the GSI compliant security infrastructure. The MySQL database was used for all Service and Job state persistence.

7. Conclusion

The DIRAC project of the LHCb experiment has evolved into a complete system covering the whole spectrum of the computing tasks to be performed in distributed computing environment. It demonstrated very good scalability properties for MC data production during Data Challenge 2004. The project has been extended to accommodate the distributed analysis tasks and starts to be the main working tool for the LHCb physicists.
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