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Abstract
The main task of the interlock system is to prevent any damage from the cost expensive components of the RF station. The implementation of the interlock should guarantee a maximum uninterrupted time of operation, which implies the implementation of self diagnostic and repair strategies on module basis. Additional tasks include collection and temporary storage of status information of individual interlock channels; transfer of this information to a higher level control system, but also the implementation of slow control functions. The interlock implementation is based on a controller and different slave modules implementing the interface to the components of the RF station. 
The Controller incorporates the 32-bit RISC NIOS-II processor inside a Cyclone FPGA device. The program running on this processor performs all necessary control and monitoring functions to all slave modules in the crate, but not the interlock function itself. This function is implemented in pure hardware and operates even if the processor stops or the program hangs up. The interface to the higher level control system (DOOCS) is implemented based on a TINE server implementation. In addition, a WEB server was developed which provides the possibility to reconfigure the whole FPGA design or to upload a new software version via Ethernet.

Introducton
The RF system of the European XFEL project will consist of 37 RF stations supplying RF power at 1.3GHz for the superconducting cavities of the XFEL linear accelerator [1]. Each RF station generates RF pulses up to 10MW at a pulse duration up to 1.5ms and a repetition rate up to 10Hz. The RF station consists of a klystron, a pulse transformer, a pulsed high voltage power supply, a low level RF system, auxiliary power supplies and an interlock system [2]. A simplified view of this system is shown in Fig.1. The main task of the interlock system is the protection of the different subsystems of the RF stations and of all the components connected to the station. In addition it provides slow control functions for the subsystems. Since the interlock system will be installed in the accelerator tunnel, which gives no access during beam operation, the interlock system has to provide monitoring functions, which allow to localize failures remotely. During scheduled maintenance time the service personnel is able to exchange faulty subunits quickly. In addition all monitored signals will be transferred to the accelerator main control system, where correlations between accelerator and RF station operation can be determined. The interlock system is a modular system so that malfunctioning interlock modules can be exchanged without renewing the complete system.
1. Requirements

The interlock system has to deal with 3 types of errors: 

·  hard component failures (non-reversible hardware malfunctions like broken cables, damaged contacts, dead sensors, ...),
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Fig. 1. Interlock system overview

· soft errors (e.g. sparks in the klystron or the wave guide system, temperature above a threshold, water flow...),

·  error conditions caused by transient noise from the RF station itself  (caused by the pulsed power operation).

Errors should be treated with two types of thresholds and channel masking:

·  Absolute max./min. thresholds: any violation of these thresholds will force the shutdown of one ore more subsystems or of all components of the RF station. 

·  Programmable (soft) thresholds:  a violation of these conditions will generate an alarm message to the Control System. Soft thresholds are only available for analog input channels. 

For any individual input channel a mask function is implemented which allows to exclude this channel from all of the interlock functions. Mask operations via the control system are secured by password mechanism. Masking operations must cause an entry into the LogFile. 

Beside the additional tasks like setting the operational parameters, collecting statistics and diagnostic information a system self test at power-up has to check out the proper operation of all interlock components. This self test can be repeated during normal operation. In case of power-down status information should be saved for diagnostics.

Other implementation constraints are:

· process-I/O must be done from rear site,

· due to the future XFEL tunnel layout a space saving implementation of the system is needed e.g. combine all interlock functions and some slow control functions into only one crate per RF-station,

· perform communication between modules via backplane (no extra cables for communication),

· provide a TCP/IP connection to the DOOCS main control system via Ethernet.

2. Implementation

The interlock electronics is housed in a 19” 4U crate with a dedicated backplane optimized to the application. The interlock system consists of one controller and up to 20 I/O-modules (Fig. 2). A 3U CPCI-like board format with two 5-row connectors is used. 235 pins per board to the backplane provide enough pin resources to build a compact and versatile interlock and slow control system. On the interlock controller board an ALTERA FPGA, a Cyclone EP2C35F484 device, is used. Inside the FPGA the following functions are implemented: 

· interlock function for components of the RF station based on signals preprocessed within the different IO-modules,

· interface to the DOOCS control system via Ethernet,


· control of the IO-modules in the crate,

· slow control functions,

· system check after power-up or per command. 
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Fig. 2. Interlock crate layout
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Fig. 3. Interlock architecture
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Fig. 4. Controller architecture
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Fig. 5. Interlock prototype crate under test
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Fig. 6. Controller board
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Fig. 7. Digital I/O board (32 input / 8 output channels)

It is important to mention that the interlock functionality inside the FPGA is strictly separated from software running on the NIOS-II CPU. The interlock will always work independently from the state of the CPU 

3. Software
It has been decided that a TINE [4] server should run on the controller to provide an interface to the DOOCS control system. For that purpose an existing TINE kernel was migrated to the NIOS-II CPU. A Lightweight IP (LwIP) stack is used to implement communication to DOOCS via Ethernet. Altera provides a LwIP driver to support the Ethernet protocol on a SMSC lan91c111 MAC/PHY device.  

The TINE protocol is based on socket connections. For these reasons a new BSD-style socket library was developed based on the raw TCP/IP interface of the LwIP stack. LwIP uses the MicroC/OS-II RTOS multi-threaded environment, therefore this project is based on the MicroC/OS-II operating system. The application consists of 3 tasks. Each task has a unique priority assigned to it. The TINE task communicates with the LwIP stack via the BSD socket library. The other two tasks are the main parts of the LwIP software component. A number of services, such as semaphores, mutual exclusion semaphores, event flags, message mailboxes, message queues, task management, time management functions, are used for the inter-task communication (Fig. 8).  
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Fig. 8. Layout of the software
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Fig. 9. TINE client window

In addition to the TINE implementation a Web server has been developed and is installed on the controller board. This will allow to have a Web interface which provides the possibility to reconfigure the whole FPGA design or to upload a new software version via the Ethernet interface. Furthermore, special diagnostic functions are available for authorized users.
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Fig. 10. The Interlock Web server

4. Conclusion

A very compact, scalable interlock system for the XFEL RF-stations has been designed, implemented and partly tested. It uses an ALTERA-FPGA running a 32-bit RISC NIOS-II CPU with a BSD-style socket library. The layout of the system was presented and the actual available hardware components are shown.

A prototype of he TINE server is running on the controller board based on the NIOSII CPU. This server has been tested with the few client applications using both UDP and TCP connections for a long time. The results are very encouraging and the server is ready to be adapted to the interlock system registering all corresponding properties of the interlock system. 
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