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Abstract

The neutron and gamma measurements at BEO Moussala are carried out with different devices presented in this paper. The automatic meteo-station is installed, also gas-analyzers. All the devices are connected via PC into computer network. Using a Linux based platform and script the data acquisition from the different devices and storage in a local file server as the data transmission to INRNE is carried out. A system for visualization of the retrieved data is developed.

At the same time Corsika code is used for air showers simulation for different experiments such as NECRE experimental proposal and Ice Lake. The computer farm build in INRNE performances are presented for the different problems solutions especially for consumed CPU time and disk storage. 

1. Introduction

The Basic Environmental Observatory (BEO) Moussala is located at 2925m above sea level and one of the main activities is connected with environmental monitoring. The neutron and gamma measurements are carried out with help of site radiation monitor Harwell Type 3208-1. The dose rate of ambient gamma background is measured with SBN-90, improved with the embedded microprocessor system using automatic PC based system. A cross check and inter calibration with existing TLD (thermo luminescent dosimeters) at BEO Moussala which is a part of the monitoring network of INRNE is presented [1]. The automatic meteo-station is installed as gas-analyzers. At the same time analyzers for NOx and Ozone concentration measurements are installed. All the devices are connected with PC and in a computer network. Using a Linux based platform a script is developed the aim being the data acquisition from the different devices, the data storage in a local file server and the data transmission to INRNE. A system for visualization of the retrieved data is also developed. At the same time Corsika code [2] is used for air showers simulation for different experiments such as HECRE [3] experimental proposal and Ice Lake [4]. The computer farm build in INRNE performances are presented for the different problems solutions especially for consumed CPU time and disk storage. The benchmarks are compared with different work stations.

2. Environmental measurements at BEO Moussala and computer network

Taking into account the different aims, performances and interfaces of the different devices at BEO Moussala one possible and relatively cheap solution for data acquisition is based on computer network solution. The devices are connected with local PC which is responsible for the correct work of the device (software solution) and at the same for data collection and visualization. At the same time it is very important to transfer the measured data in a file server and to organize them in a data bank the aim being the further analysis. This is one of the main reasons to build a computer network with one server at BEO Moussala. The data acquisition of the different files is carried out using shell script with several masks including the data, hour etc…. The check sum of the transferred bytes is also carried out which permits to save time for data transfer and to avoid the data loss and double transfer. 

All the data are saved in different folders organized as follows. For each device the data are collected in separate folders with sub folders corresponding to the year and month. The data visualization is carried out using php script which collects the data from the folder. As example in fig.1 is presented the average of the obtained dose rate from gamma quanta for August 2004. The same procedure is applied for all the devices. One has take into account that the average values as the standard deviation of the measured values are obtained with the provided or the developed software responsible for the device.
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Fig.1. Obtained dose rate for gamma background

One advantage of this solution is the easy way to add one or several new devices only just adding few new lines in the script. As example the new neutron yet in development flux-meter [5] which is connected with radiation measurements at BEO Moussala [1] have to be only mapped by the script.

3. Using the computer farm at INRNE for data simulation

In the field of high and ultra high energy astroparticle physics exits several problems such as the precise estimation of the energy spectrum of the primary cosmic ray and at the same time estimation of their mass composition. This is important in attempt to build a model about their origin and acceleration mechanisms. Above 1014 eV the only possibility for cosmic ray measurement is ground based i.e. the detection of the secondary cosmic ray thus one or several of extensive air shower (EAS) components. One convenient technique is the atmospheric Cherenkov technique [6]. The problem is that using code such as CORSIKA [2] for Monte Carlo simulation of the detector response is very CPU time consuming. At the same time the storage of the simulated data is a real problem taking into account the limited disk space of local computers and even clusters. As example the simulation of one event of    1 TeV initial energy of the particle takes at least 1 hour and 1 GB disk space. Therefore simulation with a large statistics and especially the simulation of event with higher energies is practically not possible. One solution is the use of a classical computer cluster similar to the developed at INRNE computer farm. The computer farm gives the possibility to distribute given problem in several smaller problems. As example simulation task for 500 events is separated in 10 problems each one of 50 events. This permits to increase the simulation efficiency. Several shell scripts are developed the aim is to manage the problem distribution and the data storage. In the near future a mask will be added in attempt to avoid data loss using similar or same file names. 

The problem of the disk space still exists. At INRNE it is not possible to use tape such as CASTOR at CERN for storage of the large data sets. Thus we proposed a simple solution such as redirection of the CORSIKA output. An additional subroutine is developed in attempt to calculate the mean values of the EAS components of interest during the simulation. Fig. 2 shows the obtained lateral distribution with the original CORSIKA version and the redirected output with QGSJET [7] and GHEISHA [8] hadronic interaction models. 
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Fig. 2. Lateral distribution of Cherenkov light initiated by primary proton in the energy range 1013 –1017 eV simulated with the original Corsika (scatter line) code and the redirected output (solid line) at 536 g/cm2 observation level

The computer farm statistics use is as follows. As example the total CPU time is 12 kh for obtaining the family [9] of lateral distribution of atmospheric Cherenkov light flux densities for Ice Lake experiment [4] in then energy range around the “knee” for proton primaries. Taking into account the higher observation level of Chacaltaya for the HECRE experiment proposal [3] and as a consequence the less number of producer Cherenkov photons the CPU time of 8 kh for the similar family of lateral distribution is not a surprise. 

The simulation of lower observation levels seems to be very difficult \at CF in INRNE due the large CPU time consuming. The constraints according the obtained statistics and experience show the energy limit of the different observation levels for CORSIKA simulations. At high-mountain such as Chacaltaya or Tibet the simulation of energies above some 1017 eV is not reasonable. For Ice lake experiment the simulation of energies above 5.1016 eV is not possible and at sea observation level the maximum energy is around the “knee”. One possible solution is to increase the number of the distributed problems in attempt to increase simulation efficiency and of course the use of more powerful computers. 

4. Conclusion

In this work the results of the computer simulation carried out of the CF at INRNE and several technical details of the CF use are briefly presented. The possibility of computer network for data acquisition, storage and visualization are also presented especially the proposed simple solution at BEO Moussala. Our future work is connected with increasing the stability of the BEO Moussala computer network data storage and flexibility. 

In the near future additional scripts for data quality estimation will be made; in several procedures for preliminary data analysis will be developed. The comparison and implementation of DAQAS code will be made.
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