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Abstract

The detector control system (DCS) for the Compact Muon Solenoid (CMS) hadron calorimeter (HCAL) sets and monitors high and low voltages, downloads the parameters for the front end electronics, controls the charge injection for electronics calibration, monitors the temperature of the on-detector readout boxes, monitors the forward calorimeters for radiation damage, and controls the LED, laser and radioactive source calibration systems. The control system has been operated in CERN test beams with production calorimeter modules in the period 2002-4. 

Introduction

In this paper we review the design of the DCS for the CMS HCAL [1]. The detector controls for experiments at the large hadron collider (LHC) are far more challenging than in previous high energy physics experiments. The large number of channels, power requirements, radiation environment, and inaccessibility of much of the electronics all contribute to the complexity. The HCAL contains 9072 readout channels organized into four subsystems: barrel (HB, 2592 ch.), endcap (HE, 2592 ch.), outer (HO, 2160 ch.) and forward (HF, 1728 ch.). The bandwidth needed for ‘slow’ controls at the LHC is about equal to that of the data path at the large electron positron (LEP) machine. 

Overview of HCAL readout and control 

The lowest level of the HCAL readout and controls structure is shown in Fig. 1. The HCAL physical data chain consists of the active media, which is a set of scintillator trays or “megatile,” transducers consisting of photo-sensing hybrid photodiodes (HPD) [2], front-end (FE) electronics [3], optical data transmission lines. These components are followed by digital electronics consisting of HCAL trigger and readout cards (HTR) and data concentrator cards (DCC), also referred to as front-end drivers (FED) [4]. The local read-out system is based on a CMS-developed middleware infrastructure platform (XDAQ) [5], and is used to perform and monitor the calibration of HCAL. 

The support and control of all components of HCAL is performed by the HCAL Detector Control System (DCS) infrastructure. The HCAL DCS provides low and high voltages for the electronics and HPDs, support and control of the scintillator megatile calibration, as well as downloading of setup parameters to the FE electronics. The data chain with its infrastructure is the full responsibility of the subdetector (HCAL) group.

The overall HCAL DCS structure is quite similar to other CMS sub-detectors; however, each sub-detector has unique needs associated with electronics design and calibration needs. For example, the HCAL FE electronics can only be accessed only through an industrial standard serial link (RS422/RS485) connected directly to the HCAL readout box (RBX), which houses the on-detector FE electronics. The HCAL DCS includes the following subsystems for control and monitoring:
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Fig.1. The HCAL readout and controls structure

· HV power supply control and monitoring,

· LV power supplies control and monitoring,

· RBX temperature on-board monitoring,

· Parameter downloading,

· LED calibration control,

· Charge injection calibration control,

· Source calibration control,

· Laser calibration control,

· Radiation monitoring.

CMS DCS and relationship to HCAL DCS

To control the HCAL equipment, a Supervisory Control And Data Acquisition system (SCADA) is implemented using PVSS II - an industrial SCADA toolkit [6]. The HCAL DCS is a second layer of the central CMS DCS. A view of the HCAL-related part of CMS DCS is shown in Fig. 2. To provide stable operation of the HCAL the HCAL DCS has several feedback loops as explained in more detail in the following sections.

The communication with the central CMS DCS is performed via the HCAL host computer. The overall structure of the HCAL subsystem hosts is shown in Fig. 3. The HCAL DCS supervisor running at the HCAL DCS host provides control of the HCAL when it is in a stand-alone mode. This host also should be the only point to receive XDAQ messages.

The RS422/RS485 standard is used as the high speed communication field-bus. Three        16 port commercial PCI to RS422 hubs communicate between the counting room and detector. To reduce the number of lines between the detector periphery and the counting room, custom RS/RS hubs are placed on the detector, which have been built using radiation and magnetic field tolerant components. These units provide connections from the detector periphery to the embedded RBXs. Each custom hub services half of a barrel, end cap, forward, and outer calorimeter section (9 RBXs each), and are multiplexed to one control line. To avoid ground loops, the CCM-side connections are optically isolated. 
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Fig.2. Two layers of the HCAL part of CMS DCS

A total of 18 of 48 communication lines will be devoted to the monitoring of RBXs and other functions, e.g. communication with the HV power supply system and other HCAL subsystems. To provide communication between DCS components, the DIM protocol [7] and the internal PVSS communication protocol are used. The communication protocol between DCS and the Local Run Control will be SOAP [8]. 

HCAL partitions

HCAL is logically separated into 120 degree sections, which correspond to independent trigger regions. These ‘partitions’ are implemented using the JCOP Framework State Machine Interface (SMI). The partitioning schema of HCAL is shown in Fig. 4.

Due to the DAQ hardware structure, the partitioning could only be accomplished one level below the HCAL DCS Supervisor. The detector partitioning is set in part by the master clock fan-out from the trigger timing and control (TTC) system and the HTR layout, which is designed to accommodate the level-1 trigger. The HCAL has 5 partitions:

· Three sectors of the barrel calorimeter (HB) together with the endcap (HE) calorimeter covering 120º in φ. Each of these sectors has obvious sub-partitions HE-, HB-, HB+ and HE+,

· HF having plus and minus sides as sub-partitions,

· Tail catcher HO having 5 sub-partitions HO2-, HO1-, HO0, HO1+ and HO2+.

Each sub-partition is also subdivided into RBXs. The infrastructure elements such as radioactive source server or HV system server, etc. could not be partitioned and belong HCAL DCS as a whole.
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Fig.3. HCAL subsystem servers
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Fig.4. HCAL partitioning

Calibration system feedback loop

The first DCS feedback loop is for calibration. The HCAL calibration system includes:       1) charge injection, used mainly to check the FE electronics during commissioning and maintenance, 2) LED calibration to get fast information about the timing and calibration of the electronics and HPDs, 3) laser calibration to get precise timing of the readout channels for synchronization, 4) radioactive source which allows an absolute calibration of the calorimeter when compared with test beam measurements. The LED and laser calibrations need little time (minutes) and could be done every day, while the source calibration procedure takes quite a long time (days) and it will be performed perhaps only once or twice per year. 

The readout of the calibration information is performed via a local data acquisition (DAQ) system. All calibrations are performed out of normal data taking, so there is no interference with the local DAQ. This local DAQ consists of a VME crate of HTRs and DCCs interfaced to local CPUs. The local DAQ has access to all data flowing through the VME crate. The results of the calibration are stored in the external calibration database for the use in the off-line analysis. It is important to mention that the calibration system must be capable or running in a partitioned mode, independently of the global CMS Run Control and Monitoring System (RCMS) and the central CMS DCS. Therefore, control and monitoring of the calibration process is done at level of HCAL DCS.

During normal data taking, the calibration software delegates read-out control to the local DAQ, providing data spying under control of RCMS. In this case, instead of using the calibration path, HCAL data will use a second path, which includes on-line software providing permanent monitoring of the data stream. If this software detects a fault condition, it informs the HCAL DCS about the problem, and the HCAL DCS will try to correct it. In addition the HCAL DCS will perform logging of messages to have full history of the HCAL. It is very important to have all messages of this kind logged in one place to better understand how the various components interact.

During calibration the HCAL, DCS must be disconnected from the central CMS DCS and connected to the temporary HCAL DCS root. Therefore it is important that the HCAL logical tree is connected to the Central DCS via only one SMI link. After HCAL DCS is disconnected from the central CMS DCS, all control of the HCAL tree is performed by the Local Run Control System via the HCAL DCS temporary root. The return to the normal work is performed in the reverse order. When all parts of the HCAL tree are returned to the HCAL root, the HCAL DCS delegates control of the whole HCAL tree to central CMS DCS. After the control is accepted by the central CMS DCS, the HCAL DCS roots are deactivated.

HV power supply monitoring system

The HCAL uses the HV power supplies developed by INRNE (Sofia) [9, 10]. The power supply system consists of HV crates populated with six modules, each having four      HV channels each (up to 15 KV) and four HPD bias voltage channels (up to 200 V). The crate is controlled via serial link according to single-master multi-drop RS485 specification. Crates may be grouped in branches and each branch can contain up to 128 crates.

A server program provides the control and monitoring of the HV power supply system. The block-diagram of interactions between all components in the HV system is shown in Fig. 5. The custom software includes a multi-thread server program, which provides polling of the HV crates and publishing data via DIM server. The server controls up to           8 branches. Each subpart of HCAL (HB+, HB- etc.) will be on separate branches with three crates each. Tests performed show that the time needed to poll one crate is about 1 sec.
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Fig.5. HV power supply control system

For simplification of debugging and maintenance, a power supply hardware emulator, a general-purpose DIM displaying tool (the part of SCADA Framework) and an engineering           HV supply control program have been developed in addition to the HV server. The architecture of programs in this package and their communication is shown in Fig. 6. Similar sets of programs have been developed for all HCAL subsystems.
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Fig.6. HV control system software architecture

FE monitoring system and parameter downloading

The front-end electronics monitoring and control system is based on the Control, Clock and Monitoring unit (CCM). From the DCS side, the CCM provides all control and monitoring functions in the RBX. It performs

· FE chip parameter downloading,

· Monitoring of LV in the RBX (2 values),

· Monitoring of the temperatures (6 values),

· LED and charge injection calibration/testing.

The CCM receives commands from the serial link and sends the requested values. The CCM contains a 12-input analog multiplexer connected to an 8-bit ADC, which provides measurements of voltages and temperatures with accuracy about 1%. The data transmission speed is fixed at 115200 baud. To reduce the probability of data transmission errors due to single event effects, every transmitted byte has a parity bit and in case of a parity error, the transmission is repeated.

The amount of information needed to be downloaded to the FE electronics is quite small, and the data transmission path is the same as used for the FE monitoring. Initialization requires sending about 100 bytes to each RBX containing four Readout Modules (RMs) which have three FE boards. The total length of the command file containing commands and data for one RBX does not exceed 1000 bytes. This information will be stored in CCM RAM, so the reset of the FE running in the normal mode can be done without repeating the transmission, thus allowing initialization of all HCAL FE boards in few seconds. 

Calibration or testing conditions require different parameters from normal operation. In this case, the whole set of data is downloaded via serial link. Since there are only 9 RBXs in one branch, the total FE initialization time less than 10 s. The small volume of this information (arrays of constants) can easily be stored in files on the CCM server host, and the master copy will be stored in the CMS configuration database. 

The architecture of the CCM server is similar to the HV server and also includes hardware emulator for debugging purposes, and engineering debugging tools as well as the CCM server itself.

To simplify development of parameter downloading algorithms, special Serial Link Script (SLS) language has been implemented. Today this language includes four main commands:

· Switching RS/RS hub to the specific output line,

· Sending a byte value to the selected CCM

· Reading a byte from CCM

· Sending of an array of bytes to the selected CCM.

In addition to these commands the script could contain macros being converted to commands during compilation of the source text.

To work with these SLS files, a special editor-compiler-debugger has been developed. This program includes a simple text editor for editing of source SLS files, a compiler which converts text source files to their binary representation, a module which executes these binary files in single execution, and cyclic execution modes with display of data exchange results.

The CMC server contains a configuration utility to specify which SLS files should be executed at each CCM at the specified SMI command. To simplify the compiling of SLS files according to the current configuration, the CCM server acts as a client in relation to the SLS debugger, requesting compilation and checking of selected files.

To simplify setting of pedestals and delays for the FE electronics a Graphical Configuration Editor also has been developed. This tool allows us to separate pedestal-delay downloading, which is the most complicated part of the FE initialization, from other initialization commands. The output of this tool is a Configuration File containing a binary map with arrays of pedestals and delays. The conversion of a content of this file to SLS commands is performed by CCM server. To provide an access to the master copies of the configuration file and other SLS files stored in the Configuration Database, this program contains an interface to ORACLE DB server. The block-diagram of the Graphical Configuration Editor, CCM server and SLS-debugger is shown in Fig. 7. 

Unfortunately, both databases are not completely defined at this time.
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Fig.7. Interaction of CMC server and SLS debugger

Radioactive source calibration system

The block-diagram of the radioactive source calibration system is shown in Fig. 8.

The present version of the system is based on the development done for the Fermilab CDF facility. The host can control up to 32 radioactive source divers. Fourteen permanent drivers are planned for all parts of the HCAL. The readout of the current source position is done via RS422/RS485 interface. The server provides control of the source movement and publishes actual source positions with their timestamps via DIM protocol. The control of the drivers is performed also via DIM. The source server platform is Windows NT.

The sourcing can be done only in partitioned mode when HCAL is disconnected from the central CMS DCS. In this condition source server could receive commands from both local run control system and HCAL DCS.
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Fig.8. Radioactive source calibration system

To monitor and control source in manual mode, a special source-client application has been developed with using of Borland Deplhi/Kylix. This application runs on both Windows and Linux platforms. The HCAL DCS also will have a PVSS client to provide control of the source from HCAL DCS.

Laser and LED calibration system

The block-diagram of the laser calibration system is shown in Fig. 9. The server provides control of the neutral density filters and an optical fiber commutator, which directs light of variable intensity to different sections of HCAL. The communication line between the host computer and the precision stepping motor controllers is a single RS485 serial link. The system also monitors the laser pulse amplitude with Silicon PIN diodes and a QDC in one of DAQ crates.

As is the case with the radioactive source system, the laser calibrations runs will be performed mainly in the partitioned mode under the local run control system. At present, all components of the laser calibration system are in place, and the client/server software is under development and testing

The performance of the LED calibration system is similar to the laser calibration system (see Fig. 10). The main difference is that the LED drivers are situated inside the calibration modules in the RBXs and control of it can be done only via the RBX communication link.

The calibration module also allows the reading of the LED light pulse amplitude. For that it contains a FE board similar to boards used in RMs.
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Fig.9. UV laser calibration system


[image: image10.wmf] 

Local

 

R/O

 

(VME)

 

Serial 

link

 

RBXs

 

host

 

Optic fiber

 

FE 

 

DAQ PC

 

Calibration

 

DB

 

CCM 

server

 

Calibration

 

SW 

 

 

HCAL 

host

 

DIM

 

HPD 

 

LED 

 

driver 

 

HCAL RBX

 

CCM 

 

TTC_Rx 

 

LHC 

clock

 

 

Fig.10. LED calibration system

HF radiation monitor

This system consists of sensors located in the Hadron Forward Calorimeter, signal adapters and pulse counters. The system also controls a HV power supply system for the sensors. To provide monitoring of this power supply, the HF radiation monitoring system contains ADCs. Both the counters and the ADCs are industrial PCI boards installed in a host PC.

The HF Radiation Monitoring server will publish values of counts and current voltages as DIM items. The refresh period will be about 10 sec. At the present moment manufacturing of sensors is completed and a development of signal adapters and the DIM server is in progress.

LV power supply control and monitor

The HCAL LV system is based on CAEN EASY system. The EASY system is provided with OPC server software, which runs on a mainframe connected to branch controllers which communicate with crates of DC power supplies. As the DC/DC converter HCAL will use A3016 modules. The control and monitoring client of the LV system will be implemented using the JCOP Framework software. The system is currently being tested with RBXs at the CMS site.

Conclusion


The state of CMS HCAL DCS is good. A consistent architecture based on high speed serial communications has been implemented and tested under the realistic test beam conditions. All subsystems implement a client server model using a state-of-the-art visually oriented development environment and industrial standard SCADA tools. Except for the low voltage system, which uses an OPC server, all servers communicate with clients through a standard DIM protocol. With the exception of the radiation monitoring system, all hardware subsystems are in the final stages of acquisition or are in place. The client/server software for control of HV and the front-end electronics is in an advanced state of development. All other sub-systems are being tested on the detector. The DCS system is currently being used in the commissioning of HCAL, and we anticipate a mature system will be in place for the CMS magnet/cosmic test in the spring of 2005. 
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