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Abstract

In June of this year the CMS Computing Project produced the Technical Design Report which outlines the planning process from computing model, technical design and final implementation of the CMS computing system. After the process is explained, the essential building blocks of the computing system will be summarised showing our dependence on Grid computing and the necessary application specific enhancements. Finally, the new structure of the Computing Project is shown.

1 Introduction

The complexity of the CMS detector is well known. The data from the events within the detector is produced every 15 nanoseconds. A level one selection is carried out by special hardware processors, a level two selection uses information from more than one piece of the detector then finally at level three the full event is assembled. The final data is about            1.5 Mbytes and up to 200 events per second are stored for final analysis at participating institutes.
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The computing model 0 describes the data, how it is processed and how it distributed. The model was reviewed in January of this year and then, once agreed upon, the Technical Design Report 0 was written during the first six months of this year. I will try to summarise the content in the main part of this paper, section 3.

I can only give a taste of what is in the Technical Design Report so the reader is referred to the actual document for details. The frontispiece is shown in “Fig. 0. Computing Technical Design Report”

One of the new aspects of the computing model is the central role of the Grid. Mark Baker and Amy Apon describe the Grid “as a framework for flexible, secure, coordinated resource sharing among dynamic collections of individuals, institutions, and resources. It allows researchers in different administrative domains to use multiple resources for problem solving and provides an infrastructure for developing larger and more complex applications potentially faster than with existing systems.” In order to put even a subset of this in place it has required a huge amount of effort supported by European Union money, hence the LHC Computing Grid project which builds on top of the American Globus software. The remaining work that has to be done is described in the LHC Computing Grid Technical Design Report 0.

The other important document finalised in March of this year was the Memorandum of Understanding for Collaboration in the Deployment and Exploitation of the Worldwide LHC Computing Grid 0 along with the CMS Computing Maintenance and Operation addenda 0 which mainly defines the extra manpower requirements. These documents define the responsibilities of the institutes participating in the LHC experiments, ATLAS, CMS, ALICE or LHCb, in terms of capacities of the services required to build and then run the Grid.
Finally the Technical Design Report defines a project management plan which will be followed until the LHC accelerator and its experiments will start running.

The software required to analyse the physics will be described in the CMS Physics Technical Design Report which will be produced next year.

2 The Timeline

The first document that was written just after I joined CMS in 1996 was the Technical Proposal for CMS Computing 0. This covered computing and the core software and much emphasis was put on the object oriented nature of the new software. This was the trend in all the experiments and was a big success except in the area of databases. So C++ succeeded FORTRAN, the Geant4 collaboration made a tremendous effort to give us object oriented simulation and Objectivity became our database of choice. During this time the experiments produced a succession of prototype systems to test the whole chain of software from simulation to reconstruction.

It was soon realised that this was an enormous task and there was much pressure to correctly fund the resources needed and to look for common solutions that could be used by all the experiments. In 2000 and 2001 the Hoffmann Review was initiated to study four areas: Worldwide Analysis and the Computing Model, Software, and Management and Resources. Each area produced a report which was summarised in the report of the steering group 0. The request for the necessary resources was presented to Council in February 2001 in a Proposal for Building the LHC Computing Environment 0. As a result the LHC Computing Grid Project included an applications area which was structured to provide common solutions in the areas: software process and infrastructure, core libraries and services (SEAL), persistency framework (POOL), physics interfaces and simulation.

In the last year, the Computing and Core Software project first studied the computing model then after a reorganisation into the Computing project it proceeded to produce the Technical Design Report. The Technical Design Report summarises and extends the computing model. I will describe the contents in Section 3.

The period of producing prototypes is over and the Technical Design Report marks a change to the construction of the final system which will be put in operation at the start-up of the experiment. The experiment aims to have an “initial detector” ready for an LHC pilot physics run in 2007. This will be followed by a few months shutdown when CMS will be commissioned for physics at more substantial luminosities in 2008.

3 The Technical Design Report

The report is authored by the CMS collaboration as is usual. However, appendix C gives a list of people who participated in the Computing Project. The people who wrote the document formed a small group taking input from a slightly larger but not enormous set of people.

The document is divided into parts that describe and extend the computing model, explain the architecture of the computing system and detail the project organisation and technical planning. It complements the LHC Computing Grid Technical Design Report so for a full picture it is necessary to read both documents. While similar to the subdetector Technical Design Reports it does not go into the same depth of detail.

3.1 The Computing Model

As has been said before the computing model is updated but the main principles remain the same:

1) Fast reconstruction code (reconstruct often);

2) Streamed primary datasets (allows prioritisation);

3) Distribution of RAW and RECO data together;

4) Compact data formats (multiple distributed copies);

5) Efficient workflow and bookkeeping systems.
The startup scenario for 2007 is now common between the four experiments and allows for about 50 days running at a luminosity of 1032 cm-2s-1. There are additional details completing the description of the architecture to include the analysis centre at CERN and the smaller Tier-2 centres. The overall philosophy is to be conservative and establish the ‘minimal baseline’ for us to be able to do the physics.

The data, both real from the experiment and the simulated data, are organized for efficiency into different structures. The most basic is the raw data, RAW, and the reconstructed data, RECO. The first version of the reconstructed data is produced in order to filter the interesting events and this will be distributed together with the raw data. The other AOD and TAG data sets are summaries that allow some analysis and data selection respectively but contain pointers back through the data hierarchy so that reference can be made easily.
The properties are as follows:

1) RAW: Detector data and level 1 triggering information. The size will be about 1.5MB per event at a rate up to 200Hz; for security reasons two copies will be stored representing about 5.0PB per year;

2) RECO: Reconstructed objects with their associated hits. The size will be about 250KB per event; it is expected that there will be about 3 versions of the reconstructed and re-reconstructed data giving a volume of about 2.1PB per year;

3) AOD: Analysis object data will be the main analysis format; it will consist of objects necessary for analysis and some minimal hit information. The size will be about 50kB per event; with a whole copy at each Tier-1 this will be about 2.6PB per year;

4) TAG: These are high level physics objects, and run information, and they can be considered as an event directory; they are about 10KB per event.

At start-up we will probably have to face a situation where the computing resources are not sufficient for us to process all of the data. So we will need to cope with reconstruction backlogs but we must not delay critical data. For this reason the data is organized into streams that can be prioritised. We must also allow for calibration which must be accomplished quickly for important data.

The events will be classified during the first reconstruction according to the triggers that caused these events to be selected rather than rejected. At any time it will be possible to also send some events with highest priority as an ‘express stream’. This will necessarily lead to some overlap and the model assumes a figure of 10%.

3.2 The Computing Systems and their Tiered Structure

The majority of the resources for the computing are ‘volunteered’ by CMS collaborators’ quasi-independent computing centres. This procedure is formalised in the Memorandum of Understanding for Collaboration in the Deployment and Exploitation of the Worldwide LHC Computing Grid, WLCG, 0. The major regional centres agree to exchange access to data and support for common resources. A given facility is shared between common and local use. The level of contributions is monitored by the Computing Research Resources Board and this, in turn, relies on good accounting being maintained by each centre.

The expectation is that we will never have enough resources so a good system to prioritise the workflow will be essential especially during startup in 2007/8. All major regional centres will be expected to implement and respect CMS priorities for common resources. This will be done via Grid interfaces and it is assumed that all Grid implementations will offer the agreed WLCG services and that different Grid flavours will be made to work together always hiding the differences from the users.

The computing architecture has been structured in Tiers since the Monarc report, Models of Networked Analysis at Regional Centres for LHC Experiments,0 in 2000. The five levels were described as a Tier-0 at CERN, the Tier-1 centres at national regional centres, Tier-2s at regional centres, Tier-3s at institute work groups and the Tier-4 is the individual’s desktop/laptop computer. The Computing Technical Design Report covers the Tier-0, Tier-1 and Tier-2 centres but adds the CMS CERN Analysis Facility (see Fig. 1. The Tiered Architecture). Below, each level is now described in more detail.

The Tier-0 at CERN receives the raw data and performs the first complete reconstruction of the events. Based on the trigger information the data is divided into streams and sent to the Tier-1 centres. It copies the raw data to tape for safe keeping and a second copy is stored across the Tier-1 centres. This is a highly available system 24 hours per day and 7 days per week. This part of the CERN computing system is reserved for purely scheduled reconstruction use with no user access. The resource level is estimated to be CPU 4.6MSI2K; Disk 0.4PB; MSS 4.9PB; WAN 5Gb/s.
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Fig. 1. The Tiered Architecture
The Tier-1 centres receive the RAW and reconstructed, RECO, data streams from the Tier-0 and together they are the second custodian for this data. They perform new reconstructions as the algorithms and conditions data develop, extract the information for the analysis, AOD, data, and perform selections known as skimming. This all requires rapid scheduled access to large data volumes. They also support, serve data and provide storage for Tier-2 centres. Access is possible by all CMS users via standard WLCG services subject to policies, priorities, common sense etc. The CMS sites are in IN2P3 (Lyon, France), GridKA (Karlsruhe, Germany), INFN (Bologna Italy), PIC (Barcelona, Spain), ASCC (Taipei), Rutherford Appleton Laboratories (Oxford, United Kingdom), and Fermilab (Chicago, United States of America). The average resources at each site will be about CPU 2.5MSI2K;        Disk 1.2PB; MSS 2.8PB; WAN >10Gb/s.

The Tier-2 centers represent the ‘visible face’ of the system; this is where most users do their serious analysis. The centres together offer a large computing resource to CMS and will be used by CMS for Monte Carlo Generation and specialised CPU-intensive tasks, possibly requiring access to RAW data at the Tier-1s. They are typically CMS institutes that can be run with moderate effort. Smaller centres are encouraged to become federated or distributed Tier-2s. CMS requires about 25 Tier-2s each with resources of about                CPU 0.9MSI2K; Disk 200TB; No MSS; WAN > 1Gb/s. Some Tier-2s will have specialised functionality and will have to adapt their configuration accordingly (especially the network bandwidth).

The Tier-3 centres are not part of the baseline computing system but for many physicists will represent the user interface to the computing system. The users will be doing final-stage interactive analysis, code development and testing. There may be some opportunistic Monte Carlo simulation. These centres will be typically the size of a small cluster.

The Computing Technical Design Report introduces the notion of a CMS CERN Analysis Facility, CMS-CAF.  Each large Tier-0 or Tier-1 centre has a large community of physicists who will want to do analysis and so must offer more than the basic services to their local users. On top of this it was foreseen that CERN will offer general facilities to the CMS collaboration as a whole and be responsible for urgent (mission critical) tasks. These include detector studies required for efficient operation (e.g. trigger), prompt calibration and the handling of, so called, ‘hot’ channels or special express streams. They also include special analyses that rely on the fact that CERN has access to all of the RAW and reconstructed, RECO, data.

“Fig. 2. Computing Needs” summarises the computing needs for CMS across all the computing centres.
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Fig. 2. Computing Needs

3.3 CMS Computing Services and System Operations

The computing services consist of the functionality and interfaces provided at the computing centres, the tools and mechanisms to allow the use of their resources while respecting CMS policy and priorities as well as all the databases, bookkeeping and information services needed to run those services.

The Computing Technical Design Report specifies baseline targets and a development strategy to provide a continually running system with incremental performance and functional improvements to follow. The system relies heavily on the underlying functions provided by Grid services and accommodates a variety of Grid flavours.

The philosophy behind the design is to optimise for the most common cases where read access is to data that is write-once and read-many times and for bulk processing but without limiting the single user. It aims to minimize job dependencies and keep site-local information at that site. ‘Provenance tracking’ is required to understand data origin so that we can always reproduce the steps that were taken to create that data. Explicit data placement is used so that data does not move around in response to job submission. All data is placed at a site through an explicit CMS policy.
“Fig. 3 services overview” shows the principal services in three main groups: CMS workload management, Grid workload management and CMS data management.
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Fig. 3 services overview

The data management is organized around event collections which themselves may be organized into sets of event collections called datasets. These may be defined either by CMS globally or by the users. There is a book-keeping system which keeps track of the datasets allowing the user to discover what datasets already exist. Another service called the data location service tells the user where that dataset is located. The transfer of data is controlled by the data placement service (currently PhEDEx). The services are supported by local file catalogues and data storage systems.

The workload management is responsible for running jobs on the Grid computers and relies strongly on the Grid workload management. It must allow job submission at a reasonable rate: O(1000) jobs in a few seconds, it must be reliable, understand job dependencies, allow prioritisation and monitoring within a properly configured environment for CMS jobs. Beyond this baseline CMS would like hierarchical task queues, agent jobs which may occupy a resource and then determines its task so that the work is pulled rather than pushed, adapt to changing priorities and help in the diagnosis of problems.
“Fig. 4 basic distributed workflow” shows the structure of such a system where the Grid tool for a workload management system, WMS, is used with Computing Elements, CE, worker nodes, WN, and storage elements, SE.

The Computing Technical Design Report has served to converge on a basic architectural blueprint for a baseline system. We are now beginning the detailed technical design of the components. The aim is to bring up such a system over the next 6 to ​9 months for the cosmic challenge and then the start up in 2006.
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Fig. 4 basic distributed workflow

3.4 Computing Project Management

The main four tasks of the project are organised in the technical, integration, operation and facilities programmes. The organisation is shown in “Fig. 5. Project organization”. The Computing Technical Design Report lists the tasks that need to be accomplished by these four programmes. The computing management team consists of Lothar Baurdick and David Stickland who are answerable to the Computing, Physics and (part of) TRidas, CPT, project headed by Paris Sphicas. Overall responsibility is given to the Institute Board for Computing, CPT IBC and its advisory committee the Computing Coordination Committee headed by Dave Newbold.
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Fig. 5. Project organization

4 Conclusions

CMS gratefully acknowledges the contributions of many people to the data challenges that have led to the Technical Design Report. CMS believes that we have achieved our milestone goal to describe a viable computing architecture and the project plan to deploy it in collaboration with the LCG project and the Worldwide LCG Collaboration of computing centres.

I would also like to thank Dave Newbold whose presentation gave me a good indication of how to summarise the very long report.
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