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#### Abstract

Some aspects of both theoretical and experimental studies of the positronium system to probe physics beyond the Standard Model are reviewed. In particular, new experiments to search for the invisible decay of orthopositronium (o-Ps) with the sensitivity in the branching ratio $\operatorname{Br}(o-\mathrm{Ps} \rightarrow$ invisible) $\simeq 10^{-8}-10^{-7}$ are discussed. The experimental technique involves a specially designed high-efficiency pulsed slow-positron beam, which is also applicable for other experiments with o-Ps in vacuum. Details of the beam design as well as the first measurement results are presented. Possible applications of the pulsed slow-positron beam for materials research are discussed.

Дается обзор недавних теоретических и экспериментальных исследований позитрония, выполненных с целью изучения новой физики вне рамок Стандартной модели. В частности, описываются новые эксперименты по поиску $o-P s \rightarrow$ invisible распада с чувствительностью вплоть до $B r(o-P s \rightarrow$ invisible $) \simeq 10^{-8}-10^{-7}$. Экспериментальная техника включает в себя специально сконструированный медленный пульсирующий позитронный пучок, который также применим для других экспериментов с o-Ps. Описаны особенности экспериментальной установки с новым методом пульсации. Обсуждается применение новой экспериментальной техники к прикладным исследованиям в области материаловедения.


## INTRODUCTION

Quantum electrodynamics (QED) is the textbook example of the success of quantum field theory. Many physical quantities (anomalous electron and muon magnetic moments, hyperfine splitting of hydrogen, muonium and positronium, Lamb shift, etc.) have been calculated very precisely. The measurements have been characterized by excellent agreement with the theoretical predictions and, in general, provided very clean conditions for hunting for small deviations from the standard theory.

Positronium ( $P s$ ), the positron-electron bound state, is the lightest known atom, which is bounded and self-annihilates through the same, electromagnetic

[^1]interaction. At the current level of experimental and theoretical precision this is the only interaction present in this system. This feature has made positronium an ideal system for testing the accuracy of QED calculations for bound states, in particular, for the triplet $\left(1^{3} S_{1}\right)$ state of $P s$, orthopositronium ( $o-P s$ ). Due to the odd-parity under $C$-transformation $o-P s$ decays predominantly into three photons. As compared with the singlet $\left(1^{1} S_{0}\right)$ state (parapositronium), the «slowness» of $o-P s$ decay rate, due to the phase-space and additional $\alpha$ suppression factors, gives an enhancement factor $\simeq 10^{3}$, making it more sensitive to an admixture of new interactions which are not accommodated in the Standard Model.

Positronium was discovered experimentally by Deutsch [1] in 1951, who observed its decay in different gases. Since then, a lot of focus has been set on the determination of its basic properties like decay lifetime, decay modes, spectroscopy, etc. In particular, the measurement of the $o-P s$ lifetime caught much attention.

Since 1989, the precision on the $o-P s$ lifetime reached a value well under 1000 ppm . Much excitement arose when the measurements performed by the Michigan group did not agree with theory. This problem, called the $o-P s$-li-fetime-puzzle, ignited much experimental and theoretical activity devoted to its clarification. These are: 1) new direct lifetime measurements by the Tokyo group which did not confirm the discrepancy, 2) new theoretical calculations by Adkins et al. including higher order terms improving the theoretical precision well below experimental errors, however, confirming early theoretical estimates, 3) searches for «exotic» decay modes which could explain the lifetime discrepancy at the cost of new physics (violation of basic conservation laws with decays into 1 photon, 2 photons; anomalous rate in 5 photons; millicharged particles; new bosons, ...), 4) exotic suggestions for disappearance mechanisms (mirror worlds, extra dimensions). Recently the Michigan group has published a new result which is now in agreement with the theoretical value, somewhat in contradiction with the earlier results from the same group. At any rate, it should be noted that, as a light pure leptonic atom, positronium is a very specific probe for QED and new physics beyond the Standard Model.

The main goal of this paper is to review some aspects concerning both theoretical and experimental studies of the positronium system to probe new physics beyond the Standard Model [2]*. For theoretical and experimental reviews of the precision tests of the bound state QED, see, e.g., [3] and recent paper [4].

The article is organized as follows. In Sec. 1 we review the status of QED calculations for positronium and experimental results on standard positronium decays. In Sec. 2 we review the experimental bounds for exotic positronium

[^2]decays and discuss the search for discrete symmetries violation in positronium decays. In Sec. 3 some models (mirror matter, additional dimensions, ...) which predict interesting from experimental point of view rare positronium decays are presented. In Sec. 4 we describe new experiments dedicated to the search for orthopositronium invisible decay mode. The new high-efficiency pulse positron beam, the description of the pulsing system design, and the first measurement results obtained with the beam are presented in Sec. 5. Possible applications of the developed pulsed beam for measurements in materials research are discussed in Sec. 6. A summary is given in Sec. 7.

## 1. STATUS OF QED CALCULATIONS

The present theoretical knowledge of the decay rates (widths) of the ${ }^{3} S_{1}$ orthopositronium (o-Ps) and ${ }^{1} S_{0}$ parapositronium ( $p-P s$ ) ground states to three and two photons, respectively, may be summarized as follows [13]:

$$
\begin{align*}
\Gamma_{o}^{\mathrm{th}}= & \frac{2\left(\pi^{2}-9\right) \alpha^{6} m_{e}}{9 \pi} \times \\
& \times\left\{1-\frac{\alpha}{\pi} 10.286606(10)+\left(\frac{\alpha}{\pi}\right)^{2}\left[\frac{\pi^{2}}{3} \ln \alpha+44.87(26)\right]+\right. \\
& \left.+\frac{\alpha^{3}}{\pi}\left[-\frac{3}{2} \ln ^{2} \alpha+\left(3.428869(3)-\frac{229}{30}-8 \ln 2\right) \ln \alpha+\frac{D_{o}}{\pi^{2}}\right]\right\},  \tag{1}\\
\Gamma_{p}^{\mathrm{th}}= & \frac{\alpha^{5} m_{e}}{2}\left\{1+\frac{\alpha}{\pi}\left(\frac{\pi^{2}}{4}-5\right)+\left(\frac{\alpha}{\pi}\right)^{2}\left[-2 \pi^{2} \ln \alpha+5.1243(33)\right]+\right. \\
& \left.+\frac{\alpha^{3}}{\pi}\left[-\frac{3}{2} \ln ^{2} \alpha+\left(\frac{533}{90}-\frac{\pi^{2}}{2}+10 \ln 2\right) \ln \alpha+\frac{D_{p}}{\pi^{2}}\right]\right\} . \tag{2}
\end{align*}
$$

The first-order corrections to $o-P s$ and $p-P s$ decay rates have been found in [14, 15]. The logarithmically enhanced second-order corrections have been obtained in $[16,17]$. Recently, the calculation of the nonlogarithmic second-order corrections has been completed in $[18,19]$. In the third order only the double logarithmic [20] and single logarithmic corrections [21] are known*. The coefficients $D_{o, p}$ parameterize the unknown nonlogarithmic $O\left(\alpha^{3}\right)$ terms. The o-Ps decays into five photons and $p-P s$ decays into four photons, which are not included in

[^3]Eqs. (1), (2), lead to an increase of the numerical coefficients in front of $(\alpha / \pi)^{2}$ by $0.187(11)$ and $0.274290(8)$, respectively [22]. Including all the terms known so far we obtain for the $p-P s$ and $o-P s$ total decay rates

$$
\begin{align*}
& \Gamma_{o}^{\mathrm{th}}=7.039979(11) \mu \mathrm{s}^{-1},  \tag{3}\\
& \Gamma_{p}^{\mathrm{th}}=7989.6178(2) \mu \mathrm{s}^{-1}, \tag{4}
\end{align*}
$$

where the given errors stem only from the uncertainty in the numerical values of the perturbative coefficients.

Note that experimental study of the $o-P s$ decay rate has a colorful history of inconsistent results and poor agreement with theoretical predictions (see, [23] for a review). The most recent independent measurements in $\mathrm{SiO}_{2}$ powder [24] and vacuum [25] experiments

$$
\begin{align*}
& \Gamma_{o}^{\exp }=7.0396(12)(\text { stat. })(11)(\text { syst. }) \mu \mathrm{s}^{-1} \quad\left(\mathrm{SiO}_{2} \text { powder }\right),  \tag{5}\\
& \Gamma_{o}^{\exp }=7.0404(10)(\text { stat. })(8)(\text { syst. }) \mu \mathrm{s}^{-1} \quad(\text { vacuum }) \tag{6}
\end{align*}
$$

however, are cosistent with each other and are in very good agreement with Eq. (3). The Michigan group attribute the major systematic effect to the intensity of the backscattered o-Ps component, which depends on the incident positrons energy and the target material [25]. Taking into account the collisional annihilation of these $o-P s$ 's on the vacuum-cavity walls results in a big ( $\sim 350 \mathrm{ppm}$ ) correction to $\Gamma_{o}^{\exp }$ obtained in their previous measurements [30]. In their last measurements the effect was minimized by using a special thin nanoporous silica target and taken into account [25], for more discussions see, e.g. [27].

The most recent experimental data on $p-P s$ decay rate [26]

$$
\begin{equation*}
\Gamma_{p}^{\exp }=7990.9(1.7) \mu \mathrm{s}^{-1} \tag{7}
\end{equation*}
$$

is also consistent with Eq. (4) within the error bars*. The measurements of the $o-P s$ lifetime performed after 1987 are summarized in Table 1 and in Fig. 1.

Positronium hyperfine splitting (HFS), $\Delta \nu=E\left(1^{3} S_{1}\right)-E\left(1^{1} S_{0}\right)$, where $E\left(1^{1} S_{0}\right)$ and $E\left(1^{3} S_{1}\right)$ are the energy levels of $p-P s$ and $o-P s$ ground states, is the most precisely measured quantity in positronium spectroscopy as far as the absolute precision is concerned. The most recent measurements of HFS yielded [33, 34]

$$
\begin{align*}
& \Delta \nu^{\exp }=203.3875(16) \mathrm{GHz}  \tag{8}\\
& \Delta \nu^{\exp }=203.38910(74) \mathrm{GHz} \tag{9}
\end{align*}
$$

[^4]Table 1. Experimental and theoretical results on the $o-P s$ decay rate

| Year | Group/Ref. | Rate, <br> $\mu \mathrm{s}^{-1}$ | Errors, <br> ppm | Technique | Exp.- <br> Theor. | Exp.-Theor. <br> $(\sigma)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1987 | Ann Arbor [28] | 7.0516 | 180 | Gas | 0.01162 | 8.9 |
| 1989 | Ann Arbor [29] | 7.0514 | 200 | Gas | 0.01142 | 8.2 |
| 1990 | Ann Arbor [30] | 7.0482 | 230 | Vacuum | 0.00822 | 5.1 |
| 1995 | Tokyo [24] | 7.0398 | 412 | Powder | -0.00018 | -0.06 |
| 2000 | Tokyo [31] | 7.0399 | 412 | Powder | -0.00008 | 0.0 |
| 2003 | Ann Arbor [25] | 7.0404 | 185 | Vacuum | 0.00042 | 0.32 |
| 2003 | Tokyo [32] | 7.0396 | 227 | Powder | -0.00038 | 0.024 |
| 2000 | AFS [18] | 7.039979 | 1.6 | Theory |  |  |



Fig. 1. Summary of the experimental results on $o-P s$-lifetime measurements as a function of the year. The last point is the theoretical value from AFS [18]

On the theoretical side we have

$$
\begin{align*}
& \Delta \nu^{\text {th }}=\frac{7 m_{e} \alpha^{4}}{12}\left\{1-\frac{\alpha}{\pi}\left(\frac{32}{21}+\frac{6}{7} \ln 2\right)+\right. \\
& +\left(\frac{\alpha}{\pi}\right)^{2}\left[-\frac{5}{14} \pi^{2} \ln \alpha+\frac{1367}{378}-\frac{5197}{2016} \pi^{2}+\left(\frac{6}{7}+\frac{221}{84} \pi^{2}\right) \ln 2-\frac{159}{56} \zeta(3)\right]+ \\
& \left.\quad+\frac{\alpha^{3}}{\pi}\left[-\frac{3}{2} \ln ^{2} \alpha-\left(\frac{62}{15}-\frac{68}{7} \ln 2\right) \ln \alpha+\frac{D_{\nu}}{\pi^{2}}\right]\right\} . \tag{10}
\end{align*}
$$

The first-order correction has been calculated in [35]. The logarithmically enhanced second-order correction has been found in $[16,36]$. The nonlogarithmic second-order term includes the contribution due to the radiative correction to the Breit potential [37], the three-, two- and one-photon annihilation contributions [38], the nonannihilation radiative recoil contribution [39], and the pure recoil correction computed numerically in [40] and analytically in [41]. In the third order, as in the case of the decay rates, only the double logarithmic [20] and single logarithmic corrections [42] are known. Collecting all the available contributions we get

$$
\begin{equation*}
\Delta \nu^{\mathrm{th}}=203.39169 \mathrm{GHz} \tag{11}
\end{equation*}
$$

which exceeds Eqs. (8) and (9) by approximately 2.6 and 3.5 experimental standard deviations, respectively. As far as pure QED predictions are concerned, the accuracy of the current theoretical estimates is determined by the missing nonlogarithmic $O\left(\alpha^{3}\right)$ terms. To estimate the corresponding uncertainty we may speculate about the magnitudes of the coefficients $D_{o, p, \nu}$. Substituting the numerical values for the perturbative coefficients in Eqs. (1), (2), (10) we get

$$
\begin{align*}
& \Gamma_{o}^{\mathrm{th}}=\Gamma_{o}^{\mathrm{LO}}\left(1-3.27 \alpha+0.33 \alpha^{2} \ln \alpha+4.53 \alpha^{2}-\right. \\
& \left.-0.48 \alpha^{3} \ln ^{2} \alpha-1.76 \alpha^{3} \ln \alpha+\frac{D_{o}}{\pi^{3}} \alpha^{3}\right)  \tag{12}\\
& \begin{aligned}
& \Gamma_{p}^{\mathrm{th}}=\Gamma_{p}^{\mathrm{LO}}\left(1-0.81 \alpha-2.00 \alpha^{2} \ln \alpha+0.55 \alpha^{2}-\right. \\
&\left.-0.48 \alpha^{3} \ln ^{2} \alpha+2.52 \alpha^{3} \ln \alpha+\frac{D_{p}}{\pi^{3}} \alpha^{3}\right)
\end{aligned} \\
& \begin{array}{r}
\Delta \nu=\Delta \nu^{\mathrm{LO}}\left(1-0.67 \alpha-0.36 \alpha^{2} \ln \alpha-0.67 \alpha^{2}-\right. \\
\\
\left.-0.48 \alpha^{3} \ln ^{2} \alpha+0.83 \alpha^{3} \ln \alpha+\frac{D_{\nu}}{\pi^{3}} \alpha^{3}\right)
\end{array} \tag{13}
\end{align*}
$$

The perturbative coefficients do not systematically increase in magnitude with the order of the expansion if $\alpha$ (not $\alpha / \pi$ ) is taken as the formal expansion parameter. Thus one can estimate [13] the numerical value of $D_{o, p, \nu} / \pi^{3}$ to be a few units, which is a typical number in Eqs. (12)-(14). This naive extrapolation is supported by the explicit result for the radiative corrections to HFS in muonium where the
corresponding coefficient reads [43,44]

$$
\begin{equation*}
\frac{D_{\nu}^{\left(\mu^{+} e^{-}\right)}}{\pi^{3}} \approx 5 \tag{15}
\end{equation*}
$$

If the coefficients $D_{o, p, \nu}$ do not have absolute magnitudes in excess of Eq. (15), then the uncertainties due the lack of their knowledge fall within the errors quoted in Table 2 [13]. For comparison the minimal reported experimental errors are also included in this table*.

Further progress in the investigation of positronium decays now crucially depends on the reduction of the experimental errors, which now

Table 2. Theoretical vs. experimental errors

| Err. | Theory | Experiment |
| :---: | :---: | :---: |
| $\Delta \Gamma_{o}, \mu \mathrm{~s}^{-1}$ | $1.4 \cdot 10^{-5}$ | $1.3 \cdot 10^{-3}$ |
| $\Delta \Gamma_{p}, \mu \mathrm{~s}^{-1}$ | $1.6 \cdot 10^{-2}$ | 1.7 |
| $\Delta \nu, \mathrm{kHz}$ | 400 | 740 | greatly exceed the theoretical one. The experimental error for HFS is compatible with a naive estimate of the theoretical uncertainty due to as-yet unknown higher-order corrections. Should this discrepancy persist after the dominant terms of the latter have been calculated and the experimental accuracy has been increased, this would provide a signal for new physics. This makes the HFS to be one of the most interesting topics in positronium spectroscopy both from the experimental and theoretical points of view.

The annihilation of $p-P s$ to four photons to the lowest order is [45] $\Gamma_{\mathrm{LO}}(4 \gamma)=0.013893 \mathrm{~m} \alpha$. The one-loop correction to the four-photon decay rate was calculated to be [46]

$$
\begin{equation*}
\Gamma(4 \gamma)=\Gamma_{\mathrm{LO}}(4 \gamma)\left[1-\frac{\alpha}{\pi}+O\left(\alpha^{2}\right)\right] \tag{16}
\end{equation*}
$$

yelding $\operatorname{Br}(o-P s \rightarrow 4 \gamma)=1.4388 \cdot 10^{-6}$. Experimental data are in agreement with theoretical calculations (see, [12]). The five-photon o-Ps $\rightarrow 5 \gamma$ decay branching ratio is of the order of $\alpha^{2}$ [47]

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow 5 \gamma)=0.19(1)\left(\frac{\alpha}{\pi}\right)^{2} \approx 1.0 \cdot 10^{-6} \tag{17}
\end{equation*}
$$

and therefore does not significantly influence the total decay width. Experimental result on o-Ps $\rightarrow 5 \gamma$ decay gives [48]

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow 5 \gamma)=\left[2.2_{-1.6}^{+2.6}(\text { stat. }) \pm 0.5(\text { syst. })\right] \cdot 10^{-6} \tag{18}
\end{equation*}
$$

in agreement with the theoretical prediction of Eq. (17).

[^5]Within the Standard Model orthopositronium can also decay weakly into neutrino-antineutrino pair. The o-Ps $\rightarrow \nu_{e} \bar{\nu}_{e}$ decay occurs through $W$ exchange in $t$ channel and $e^{+} e^{-}$annihilation via $Z$. The decay width is [49]

$$
\begin{equation*}
\Gamma\left(o-P s \rightarrow \nu_{e} \bar{\nu}_{e}\right)=\frac{G_{F}^{2} \alpha^{3} m_{e}^{2}}{24 \pi^{2}}\left(1+4 \sin ^{2} \theta_{W}\right)^{2} \approx 6.2 \cdot 0^{-18} \Gamma_{o}^{\exp } \tag{19}
\end{equation*}
$$

For other neutrino flavors only $Z$ diagram contributes. For $l \neq e$ the decay width is [49]

$$
\begin{equation*}
\Gamma\left(o-P s \rightarrow \nu_{l} \bar{\nu}_{l}\right)=\frac{G_{F}^{2} \alpha^{3} m_{e}^{2}}{24 \pi^{2}}\left(1-4 \sin ^{2} \theta_{W}\right)^{2} \approx 9.5 \cdot 10^{-21} \Gamma_{o}^{\exp } \tag{20}
\end{equation*}
$$

Thus, in the Standard Model the $o-P s \rightarrow \nu \bar{\nu}$ decay width is too small and its contribution to the total decay width can also be neglected.

## 2. EXPERIMENTAL BOUNDS ON EXOTIC ORTHOPOSITRONIUM DECAYS

Visible exotic decays of $o-P s$ can be classified into three following categories: i) o-Ps $\rightarrow \gamma X$; ii) o-Ps $\rightarrow \gamma \gamma X$; iii) o-Ps $\rightarrow N \gamma$, where $X$ is a new light particle(s) and $N=2,4, \ldots$ (for review, see, e.g., $[5,11,12]$ ).

The decay o-Ps $\rightarrow 4 \gamma$ is forbidden by $C$ invariance. The corresponding experimental bound is [51]

$$
\begin{equation*}
B r(o-P s \rightarrow 4 \gamma)<2.6 \cdot 10^{-6} \tag{21}
\end{equation*}
$$

The $o-P s$ has spin one so it cannot decay into two photons due to conservation of angular momentum. Since angular momentum conservation follows from the isotropy of space, searching for decays $o-P s \rightarrow 2 \gamma$ tests spatial isotropy. The best current result is [53]

$$
\begin{equation*}
B r(o-P s \rightarrow 2 \gamma)<3.5 \cdot 10^{-6} \tag{22}
\end{equation*}
$$

For the decay o-Ps $\rightarrow \gamma+X$, where $X$ is a long-lived particle the experimental bound is [54]

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \gamma+X)<1.1 \cdot 10^{-6}\left(m_{X}<800 \mathrm{keV}\right) \tag{23}
\end{equation*}
$$

If $X$ decays within detector, e.g., into $2 \gamma$, the experimental bounds depend on the $X$-particle mass [56-59]

$$
\begin{gather*}
B r(o-P s \rightarrow \gamma+X \rightarrow 3 \gamma)<2 \cdot 10^{-4}\left(300<m_{X}<900 \mathrm{keV}\right)  \tag{24}\\
\quad \operatorname{Br}(o-P s \rightarrow \gamma+X \rightarrow 3 \gamma)<2.8 \cdot 10^{-5}\left(m_{X}<30 \mathrm{keV}\right) \tag{25}
\end{gather*}
$$

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \gamma+X \rightarrow 3 \gamma)<2 \cdot 10^{-5}\left(900<m_{X}<1013 \mathrm{keV}\right) \tag{26}
\end{equation*}
$$

The negative search for direct $e^{+} e^{-}$annihilation $e^{+} e^{-} \rightarrow \gamma+X$ leads for the case of long-lived $X$ particle to the bounds [60]

$$
\begin{gather*}
B r(o-P s \rightarrow 2 \gamma+X)<4.2 \cdot 10^{-6}\left(m_{X}<200 \mathrm{keV}\right),  \tag{27}\\
\quad B r(o-P s \rightarrow 2 \gamma+X)<2.1 \cdot 10^{-5}\left(m_{X}<2 m_{e}\right) \tag{28}
\end{gather*}
$$

In Ref. 61 more stringent bound

$$
\begin{equation*}
B r(o-P s \rightarrow 2 \gamma+X)<4 \cdot 10^{-6} \tag{29}
\end{equation*}
$$

has been obtained.
Note that all the above limits are based on a search for a peak in the energy spectrum of photons arising from the 2-body decay of o-Ps. In the case of the possible exotic 3-body o-Ps $\rightarrow \gamma+X_{1}+X_{2}$ decay, which still might be a solution of the $o-P s$ decay puzzle $[11,62]$, the signal cannot manifest itself through the peak in the $\gamma$ energy spectrum, thus making the experimental search for this decay mode more difficult. The existing estimate of the corresponding bound on $\operatorname{Br}\left(o-P s \rightarrow \gamma X_{1} X_{2}\right)$ from the results of the indirect experiment of [63] is around $10^{-4}$ [11]. Recent ETHZ-Moscow experiment [64] on the search for the exotic decay o-Ps $\rightarrow \gamma+X_{1}+X_{2}$ leads to the bound $\operatorname{Br}\left(o-P s \rightarrow \gamma X_{1} X_{2}\right) \leqslant 4.4 \cdot 10^{-5}$ for $m_{X_{1}}+m_{X_{2}}<900 \mathrm{keV}$.

The experimental signature of the $o-P s \rightarrow$ invisible decay is the absence of an energy deposition of $\sim 1 \mathrm{MeV}$, which is expected from the ordinary o-Ps annihilation, in a $4 \pi$ calorimeter surrounding the $o-P s$ formation region. The first experiment on $o-P s \rightarrow$ invisible decay was performed a long time ago [65], and then was repeated with a higher sensitivity by Mitsui et al. [63]. The best current experimental bound is [63]

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \text { invisible })<2.8 \cdot 10^{-6} \tag{30}
\end{equation*}
$$

Let us now discuss the implications of the $C, P, T, C P, C P T$ symmetries for positronium decays, see, e.g., $[67,68]$. For the positronium system with orbital momentum $l$ and total spin $S, C$ parity is $C=(-1)^{l+S}$ and $P$ parity is $P=(-1)^{l+1}$. In particular, for parapositronium and orthopositronium we have $J_{p-P s}^{P C}=0^{-+}, J_{o-P s}^{P C}=1^{--}$. Other positronium states have quantum numbers $n^{2 S+1} L_{J P C}=2^{1} S_{0^{-+}}, 2^{3} P_{0^{++}}, 2^{3} P_{1^{++}}, 2^{3} P_{1^{+-}}, 2^{3} P_{2^{++}}, 2^{3} S_{1}^{--}, \ldots$

As a consequences of $C$ invariance the following decays are prohibited:

$$
\begin{align*}
p-P s & \rightarrow 3 \gamma, 5 \gamma \ldots,  \tag{31}\\
o-P s & \rightarrow 4 \gamma, 6 \gamma \ldots \tag{32}
\end{align*}
$$

The corresponding experimental limits are [51]:

$$
\begin{align*}
& \operatorname{Br}(o-P s \rightarrow 4 \gamma)<2.6 \cdot 10^{-6}  \tag{33}\\
& \operatorname{Br}(p-P s \rightarrow 3 \gamma)<2.8 \cdot 10^{-6} \tag{34}
\end{align*}
$$

Other interesting one-photon decays which are prohibited by $C$ invariance are:

$$
\begin{align*}
& 2^{3} S_{1--} \rightarrow 1^{3} S_{1--}+\gamma  \tag{35}\\
& 2^{1} P_{1+-} \rightarrow 1^{3} S_{1--}+\gamma \tag{36}
\end{align*}
$$

Note that the system of two photons with $J=0$ can be in two states

Parapositronium $p-P s$ decays into the $|-\rangle$ state.
As it has been mentioned in [106] in $p-P s$ decays a nonzero asymmetry in the helicity for the decay width

$$
\begin{equation*}
\delta \Gamma \sim \frac{\left(\mathbf{k}_{1} \mathbf{s}_{1}\right)}{\left|\mathbf{k}_{1}\right|}=\lambda_{1} \tag{39}
\end{equation*}
$$

violates the $C P T$ symmetry. Here $\mathbf{k}_{1}$ and $\mathbf{s}_{1}$ are the momentum and spin of one of the two photons. Note that the interaction in the final state can imitate $C P T$ violation. For the case of $p-P s$ to two photon decay the mixing of $p-P s\left(J^{P C}=0^{-+}\right)$with $2^{3} P_{0}^{++}$can also imitate $C P T$ violation. For $o-P s$ decays the Bernreuther-Nachtmann correlation [69] $\delta \Gamma(o-P s \rightarrow 3 \gamma) \sim \mathbf{s} \cdot \mathbf{k}_{1} \cdot \mathbf{k}_{2}$ violates the $C P T$ symmetry. This correlation is $T$-odd and $P$-even. The experiment [70] restricts this correlation at the level of $2.3 \%$. Another interesting correlation for the o-Ps $\rightarrow 3 \gamma$ decay width is:

$$
\begin{equation*}
\delta \Gamma \sim \mathbf{s} \cdot \mathbf{k}_{1} . \tag{40}
\end{equation*}
$$

This correlation violates both $P$ - and $C P T$ symmetries. The correlation

$$
\begin{equation*}
\delta \Gamma \sim\left(\mathbf{s} \cdot \mathbf{k}_{1}\right)\left(\mathbf{s}_{1} \cdot \mathbf{k}_{1} \times \mathbf{k}_{2}\right) \tag{41}
\end{equation*}
$$

violates both $P$ - and $T$ symmetries and conserves the $C P T$ symmetry. Here $\mathbf{s}$ is the positronium spin and $\mathbf{k}_{1}, \mathbf{k}_{2}$ are momenta of two photons with the highest energies. This correlation is compatible with zero at one per cent level of accuracy [71]. There is proposal of new experiment [72] which will be able to increase the accuracy by two orders of magnitude.

It is important to stress that there are two ways to test discrete symmetries in positronium decays. Namely, we can look for prohibited decays like:
$p-P s \rightarrow 3 \gamma$ ( $C$ invariance),
$o-P s \rightarrow 4 \gamma$ ( $C$ invariance),
$o-P s \rightarrow 2 \gamma$ (isotropy of space).
Or we can look for $C, P, \ldots, C P T$-violating correlations in positronium decays like:
$p-P s \rightarrow 2 \gamma ; \delta \Gamma \sim \frac{\left(\mathbf{k}_{1} \mathbf{s}_{1}\right)}{\left|\mathbf{k}_{1}\right|}$,
$o-P s \rightarrow 3 \gamma ; \delta \Gamma \sim \mathbf{s} \cdot \mathbf{k}_{1} \times \mathbf{k}_{2}$.
In Table 3 bounds on exotic orthopositronium decay modes are summarized. Discussion of the possible future experiments on the search for discrete symmetries violations in positronium decays can be found in [72].

Table 3. Upper limits on the branching ratios of several exotic $o-P s$ decays

| Decay mode | 90\% upper limit, ppm | Comments | Group |
| :---: | :---: | :---: | :---: |
| $\gamma+X$ | $\begin{gathered} 5.1 \\ 1.1 \\ 340 \end{gathered}$ | Long-lived $X$-boson $\begin{gathered} m_{X} \sim 100-900 \mathrm{keV} \\ m_{X}<800 \mathrm{keV} \\ m_{X}<30 \mathrm{keV} \end{gathered}$ | CERN [50] <br> Tokyo [54] <br> Moscow [59] |
| $\gamma+X \rightarrow \gamma+2 \gamma$ | $\begin{gathered} 28 \\ 300 \end{gathered}$ | Short-lived $X$-boson $\begin{gathered} m_{X}<30 \mathrm{keV} \\ m_{X}<500 \mathrm{keV} \end{gathered}$ | $\begin{gathered} \text { Moscow [57] } \\ \text { Tokyo [55] } \end{gathered}$ |
| $\gamma \gamma$ | $\begin{aligned} & 233 \\ & 350 \end{aligned}$ | Forbidden by angular momentum conservation | $\begin{aligned} & \text { Michigan [52] } \\ & \text { Tokyo [53] } \end{aligned}$ |
| $\gamma \gamma \gamma \gamma$ | $\begin{aligned} & 2.6 \\ & 3.7 \end{aligned}$ | Forbidden by $C$-parity | Tokyo [51], <br> Berkeley [66] |
| $\gamma+X_{1}+X_{2}$ | 44 | $m_{X_{1}}+m_{X_{2}}<900 \mathrm{keV}$ | ETHZ-Moscow [64] |
| Invisible | $\begin{aligned} & 2.8 \\ & 540 \end{aligned}$ | Not in vacuum | Tokyo [63] <br> Moscow [65] |

## 3. ORTHOPOSITRONIUM EXOTIC DECAY MODELS

Consider several motivations for further experimental searching for positronium exotic decay modes.
3.1. Millicharged Particles. In 1986, Holdom [73] showed that, by adding a second, unobserved, photon (the «shadow» photon) one could construct grand unified models which contain particles with an electric charge very small compared to the electron charge in a natural way. This work has stimulated new
theoretical and experimental tests, for a recent review see [74] and references therein. If such millicharged particles with the low mass exist, the o-Ps would decay into it invisibly, since the particles would penetrate any type of calorimeter mostly without interaction. The corresponding decay width is [75]

$$
\begin{equation*}
\Gamma(o-P s \rightarrow X \bar{X})=\frac{\alpha^{5} Q_{X}^{2} m_{e}}{6} k F\left(\frac{m_{X}^{2}}{m_{e}^{2}}\right) \tag{42}
\end{equation*}
$$

where $Q_{X}$ is an electric charge of the $X$ particle $\left(Q_{e} \equiv 1\right), k=1, F(x)=$ $\left(1-\frac{1}{2} x\right)(1-x)^{1 / 2}$ for spin $1 / 2$ and $k=1 / 4, F(x)=(1-x)^{3 / 2}$ for spinless $X$ particle. For spin $1 / 2$ millicharged $X$ particle and for $m_{X} \ll m_{e}$ one can find from experimental bound (30) that $Q_{X} \leqslant 8.6 \cdot 10^{-5}$ [63]. A search for millicharged particles through the $o-P s \rightarrow$ invisible decay with the sensitivity up to $\operatorname{Br}(o-P S \rightarrow$ invisible $) \approx 10^{-8}$ would intersect the parameter space which is not excluded by results of the recent direct experiment at SLAC [76].
3.2. Mirror World. In 1956, Lee and Yang proposed [77] that the weak interactions of fundamental particles were not invariant under the parity transformation. They suggested it to explain some experimental results that were considered as puzzles. They pointed out that these puzzles could be explained if one assumed a left-right asymmetry in the weak interactions. In their original paper, they also provided a «remedy» for this a priori not sensible assumption. Indeed, Lee and Yang argued [77] that if left-right asymmetry were found in weak interactions, the question could still be raised whether there could not exist corresponding elementary particles exhibiting opposite asymmetry such that in the broader sense there will still be over-all right-left symmetry. They spoke specifically of two kinds of protons, the left-handed and the right-handed one. As is well known, left-handed nature of ordinary matter was brilliantly confirmed experimentally. Nowadays parity violation in fundamental interactions is so well accepted, that the left-right asymmetry of Nature is inserted in the modern Standard Model «from the beginning» in the assignment of the particle fields. Nonetheless, the question whether Nature is fundamentally left-right symmetric or not has remained up to now unresolved.

Landau was always convinced by the absolute symmetry of vacuum [78]. Under his appeal Kobzarev, Okun, and Pomeranchuk suggested the hypothesis of a «mirror world» and discussed its phenomenological implications [79]. Today's mirror matter models exist in two basic versions. The symmetric version proposed early was further developed and put into a modern context by Foot, Lew, and Volkas [80]. The asymmetric version was proposed by Berezhiani and Mohapatra [81]. More detailed discussions of mirror matter models can be found in $[82,83]$.

It is fair to say that the existence of mirror matter has been recently boosted since the realization of its possible connection to the dark-matter problem [84]. If
the total energy density of the Universe is composed of baryonic matter ( $\sim 5 \%$ ), non-baryonic (invisible) dark matter ( $\sim 25 \%$ ), and dark energy ( $\sim 70 \%$ ), as recent astrophysical observations seem to indicate, then this clearly motivates the search for new kinds of matter, since the current Standard Model does not contain any heavy, stable non-baryonic particles*. The basic concept is to have a theory given by the product $G \times G^{\prime}$ of two identical gauge factors with the identical particle contents, which could naturally emerge, e.g., in the context of $E_{8} \times E_{8}^{\prime}$ superstring.

As discussed by Foot [86], the ordinary and mirror particles could form parallel sectors each with gauge symmetry $G$ (where $G=G_{\mathrm{SM}} \equiv S U(3)_{c} \otimes$ $S U(2)_{L} \otimes U(1)_{Y}$ in the simplest case) so that the full gauge group is $G \otimes G$. Mathematically, mirror symmetry has the form [80]

$$
\begin{gather*}
x \rightarrow-x, t \rightarrow t, \\
W^{\mu} \leftrightarrow W_{\mu}^{\prime}, B^{\mu} \leftrightarrow B_{\mu}^{\prime}, G^{\mu} \leftrightarrow G_{\mu}^{\prime}, \\
\ell_{i L} \leftrightarrow \gamma_{0} \ell_{i R}^{\prime}, e_{i R} \leftrightarrow \gamma_{0} e_{i L}^{\prime}, q_{i L} \leftrightarrow \gamma_{0} q_{i R}^{\prime}, u_{i R} \leftrightarrow \gamma_{0} u_{i L}^{\prime}, d_{i R} \leftrightarrow \gamma_{0} d_{i L}^{\prime}, \tag{43}
\end{gather*}
$$

where $G^{\mu}, W^{\mu}, B^{\mu}$ are the standard $G_{\text {SM }}$ gauge particles; $\ell_{i L}, e_{i R}, q_{i L}, u_{i R}, d_{i R}$ are the standard leptons and quarks ( $i=1,2,3$ is the generation index) and the primes denote the mirror particles.

Ordinary and mirror particles couple with each other via gravity and possibly by new interactions connecting ordinary and mirror particles together. Constraints from gauge invariance, mirror symmetry and renormalizability, suggest only two types of new interactions [86]: a) Higgs-mirror Higgs quartic coupling ( $L=$ $\lambda^{\prime} \phi^{\prime} \phi^{\prime} \phi^{\dagger} \phi$ ), and b) via photon-mirror photon kinetic mixing:

$$
\begin{equation*}
L_{\mathrm{int}}=\frac{\epsilon}{2} F^{\mu \nu} F_{\mu \nu}^{\prime} \tag{44}
\end{equation*}
$$

where $F^{\mu \nu}\left(F_{\mu \nu}^{\prime}\right)$ is the field strength tensor for electromagnetism (mirror electromagnetism). The effect of photon-mirror photon kinetic mixing is to cause mirror charged particles to couple to ordinary photons with effective electric charge $\epsilon e[73,80,88]$.

Glashow pointed out [89] that a sensitive laboratory test for mirror matter comes from the orthopositronium system. Indeed, if the interaction of Eq. (44) exists, orthopositronium is connected via a one-photon annihilation diagram to its mirror version $\left(o-P s^{\prime}\right)$, see Fig. 2. This breaks the degeneracy between $o-P s$ and $o-P s^{\prime}$ so that the vacuum energy eigenstates are $\left(o-P s+o-P s^{\prime}\right) / \sqrt{2}$ and $\left(o-P s-o-P s^{\prime}\right) / \sqrt{2}$, which are split in the energy by $\Delta E=2 h \epsilon f$, where $f=8.7 \cdot 10^{4} \mathrm{MHz}$ is the contribution to the ortho-para splitting from the one-pho-
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Fig. 2. The double degeneracy between orthopositronium mass eigenstates of ordinary o-Ps and mirror $o-P s^{\prime}$ is broken when a small mixing (a) term is included
ton annihilation diagram involving $o-P s$ [89]. Thus, the interaction eigenstates are maximal combinations of mass eigenstates which implies that $o-P s$ oscillates into $o-P s^{\prime}$ with probability:

$$
\begin{align*}
& P\left(o-P s \rightarrow o-P s^{\prime}\right)= \\
& =\sin ^{2} \omega t \tag{45}
\end{align*}
$$

where $\omega=\Delta E$.
In an experiment, mirror orthopositronium decays are not detected, hence leading to $o-P s \rightarrow$ invisible decays, which means that the number of orthopositronium, $N$, satisfies [89]

$$
\begin{align*}
N & =\cos ^{2} \omega t \mathrm{e}^{-\Gamma^{3 \gamma} t} \approx \\
& \approx \exp \left[-t\left(\Gamma^{3 \gamma}+\omega^{2} t\right)\right], \tag{46}
\end{align*}
$$

where $\Gamma^{3 \gamma}$ is the standard orthopositronium decay rate. Evidently, the observational effect of the oscillations is to the apparent decay rate of ordinary orthopositronium: $\Gamma^{\mathrm{eff}} \approx \Gamma^{3 \gamma}\left(1+\omega^{2} / \Gamma^{3 \gamma}\right)$. This implies that the existence of mirror matter can be probed with positronium either (1) via a precision measurement of its decay rate and/or shape of its decay time spectrum or (2) via a direct search for invisible decays.

In the simplest case of $o-P s \rightarrow o-P s^{\prime}$ oscillations in vacuum [89], the branching ratio $\operatorname{Br}(o-P s \rightarrow$ invisible $)=\Gamma_{\mathrm{inv}} / \Gamma_{3 \gamma}$ occurring during a long enough observation time can be calculated as

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \text { invisible })=\frac{2(2 \pi \epsilon f)^{2}}{\Gamma_{3 \gamma}^{2}+4(2 \pi \epsilon f)^{2}} \tag{47}
\end{equation*}
$$

However, Eq. (47) may not be applicable to all measurements. In experiments, orthopositronium is not produced in vacuum, but rather by slow positron collisions with a positronium formation target. As a result, the newly formed positronium will undergo elastic collisions with the target at a rate, $\Gamma_{\text {coll }}$, which depends on the particular experiment. These collisions cause quantum decoherence, disrupting the ordinary-mirror oscillations [90]. For the case where the collision rate is much larger than the decay rate, $\Gamma_{\text {coll }} \gg \Gamma_{3 \gamma}$, the observed decay rate is approximately
given by [87]:

$$
\begin{equation*}
\Gamma_{\mathrm{obs}} \simeq \Gamma_{3 \gamma}+\frac{2 \omega^{2}}{\Gamma_{\mathrm{coll}}}=\Gamma_{3 \gamma}\left(1+\frac{2(2 \pi \epsilon f)^{2}}{\Gamma_{\mathrm{coll}} \Gamma_{3 \gamma}}\right) \tag{48}
\end{equation*}
$$

Thus, compare to Eq. (47), the branching ratio is suppressed roughly by a factor $\simeq \Gamma_{3 \gamma} / \Gamma_{\text {coll }}$. In addition, external fields might result in a loss of coherence due to additional splitting of mass eigenstates [90].
R. Foot [91] discussed the possible importance of mirror matter in the context of the dark matter puzzle: if mirror matter is identified with the dark matter in the Universe, then it is natural to interpret the dark matter halo of our galaxy as containing mirror matter (possibly mirror stars/planets/dust and gas [91]). If the dark matter halo of our galaxy is composed of mirror matter, then it can potentially be detected in dark matter experiments via the nuclear recoil signature via interactions between nuclei and mirror-nuclei induced by the photon-mirror photon kinetic term mixing.

Very strikingly Foot pointed out [91] that the DAMA results [92] could be interpreted in terms of such interactions if one interprets the signal in terms of mirror $O^{\prime}, F e^{\prime}$ mixture with an annual modulation effect in the $2-6 \mathrm{keV}$ window:

$$
\begin{equation*}
|\epsilon| \sqrt{\frac{\xi_{O^{\prime}}}{0.10}+\frac{\xi_{F e^{\prime}}}{0.02}} \simeq 4.5 \cdot 10^{-9} \tag{49}
\end{equation*}
$$

where $\xi_{A^{\prime}} \equiv \rho_{A^{\prime}} /\left(0.3 \mathrm{GeV} / \mathrm{cm}^{3}\right)$ is the $A^{\prime}$ proportion (by mass) of the halo dark matter*. This is an extremely impressive result which provides an indication for possible values of $\epsilon$. These are summarized in Fig. 3 by Foot [91]. An interesting region, which seems also to be in the range of naturally small $\epsilon$ motivated by Grand Unification models as discussed by Berezhiani [82], is

$$
\begin{equation*}
10^{-9} \leqslant \epsilon \leqslant 10^{-8} \tag{50}
\end{equation*}
$$

Using Eq. (45) this implies

$$
\begin{equation*}
10^{-8}<B r(o-P s \rightarrow \text { invisible })<10^{-6} \tag{51}
\end{equation*}
$$

Interestingly, the values of $\epsilon$ from Eq. (50) are also consistent with all other known experimental and cosmological bounds including SN1987a** and the

[^7]standard Big Bang Nucleosynthesis (BBN) bound deduced from the successful prediction of the primordial ${ }^{4} \mathrm{He}$ abundance [93]:
\[

$$
\begin{equation*}
\epsilon<3 \cdot 10^{-8} \tag{52}
\end{equation*}
$$

\]

and respectively:

$$
\begin{equation*}
B r(o-P s \rightarrow \text { invisible })<10^{-5} . \tag{53}
\end{equation*}
$$



Fig. 3. Summary of the experimental constraints for $\epsilon$ by Foot [91]
The first experiment on the $o-P s \rightarrow$ invisible decay, motivated by a puzzle in the $o-P s$ decay rate, was performed a long time ago [65], and then repeated with higher sensitivity [63]. The results exclude contributions to the $o-P s$ decay rate from invisible decay modes (such as $o-P s \rightarrow \nu \nu$, millicharged particles, etc.) at the level of $\operatorname{Br}(o-P s \rightarrow$ invisible $)<3 \cdot 10^{-6}$, but are not very sensitive to the $o-P s \rightarrow o-P s^{\prime}$ oscillation mechanism because of the high collision rate in these experiments. Indeed, the limit on $\epsilon$ extracted from the results of [63], taking into account the suppression collision factor, is $\epsilon<10^{-6}$ [90] and is not strong enough to exclude a possible mirror-matter contribution at the level comparable with the BBN limit of Eq. (52). Hence, it is absolutely fundamental to distinguish experiments in «vacuum», where $o-P s$ is contained, for example, in a large evacuated cavity, from other setups where $o-P s$ undergoes numerous interactions with the environment within its lifetime. The future experiments which might shed light on this issue are discussed in Sec. 4.

How does the picture of mirror matter as dark matter candidate fit in the global picture of the evolution of the Universe as predicted by cosmology? Berezhiani [82] brought up important points concerning these issues: naively mirror
parity implies that ordinary and mirror sectors should have the same cosmology, and so ordinary and mirror particles should have the same cosmological densities. However, this would be in the immediate conflict with the Big Bang nucleosynthesis (BBN) bounds on the effective number of extra light neutrinos. Therefore, the mirror-particle density in the early Universe should be appropriately reduced. This situation is plausible if the following conditions are satisfied [82]:
A. At the Big Bang the two systems are born with different densities.
B. The two systems interact very weakly, so that they do not come into the thermal equilibrium with each other in the early Universe.
C. Both systems expand adiabatically and there is no significant entropy production at the later times which could heat the mirror sector and equilibrate its temperatures to the ordinary one.

Because of the temperature difference, in the mirror sector all key epochs as the baryogenesis, nucleosynthesis, etc., proceed at somewhat different conditions than in the observable Universe. In particular, in certain baryogenesis scenarios the mirror world generically should get a larger baryon asymmetry than the ordinary sector, and it is pretty plausible that dark matter of the Universe or at least its significant fraction, is constituted by mirror baryons which are obviously dark for the ordinary observer [95].
3.3. New Light $X$ Boson. Consider now the model with a light vector $X$ boson and with the interaction $L_{I}=g_{X} X^{\mu} \bar{\psi} \gamma_{\mu} \psi$ which also leads to invisible decay of $o-P s^{*}$. Suppose in addition $X$ boson interacts with other particles (fermions) or (as a consequence of the Higgs mechanism) with itself and scalar field. The contribution of the $X$ boson into electron anomalous magnetic moment is given by the well-known formula

$$
\begin{equation*}
\delta a_{e}=\frac{\alpha_{X e}}{\pi} \int_{0}^{1} \frac{x^{2}(1-x)}{x^{2}+(1-x) \frac{m_{X}^{2}}{m_{e}^{2}}} \tag{54}
\end{equation*}
$$

where $\alpha_{X e}=\frac{g_{X}^{2}}{4 \pi}$. For $m_{X} \ll m_{e}$ from the bound on anomalous electron magnetic moment one can find [8] that $\alpha_{X e}<3 \cdot 10^{-10}$. For the opposite case of heavy $X$ boson ( $m_{X} \gg m_{e}$ ) the bound on the anomalous electron magnetic moment leads to the bound [8]

$$
\begin{equation*}
\alpha_{X e} \frac{m_{e}^{2}}{m_{X}^{2}}<4.5 \cdot 10^{-10} \tag{55}
\end{equation*}
$$

[^8]For the reaction o-Ps $\rightarrow X^{*} \rightarrow X_{1} \bar{X}_{1}$ (here $X^{*}$ is virtual $X$ boson and $X_{1}$ is a fermion (sterile neutrino) or a scalar particle) one can find that

$$
\begin{align*}
\operatorname{Br}\left(o-P s \rightarrow X^{*}\right. & \left.\rightarrow X_{1} \bar{X}_{1}\right)= \\
& =\frac{3 \pi}{4\left(\pi^{2}-9\right)} k F\left(\frac{m_{X_{1}}^{2}}{m_{e}^{2}}\right)\left(1-\frac{m_{X}^{2}}{m_{0-P s}^{2}}\right)^{-2} \frac{\alpha_{X e} \alpha_{X X_{1}}}{\alpha^{3}} \tag{56}
\end{align*}
$$

where $F(x)=(1-x / 2)(1-x)^{1 / 2}, k=1$ for spin $1 / 2$ and $F(x)=(1-x)^{3 / 2}$, $k=1 / 4$ for spin $0, \alpha_{X X_{1}}=g_{X X_{1}}^{2} / 4 \pi$. For $m_{X} \ll m_{e}$ we find [8] that

$$
\begin{equation*}
\operatorname{Br}\left(o-P s \rightarrow X^{*} \rightarrow X_{1} \bar{X}_{1}\right) \leqslant k \cdot 2 \cdot 10^{-3} \alpha_{X X_{1}} \tag{57}
\end{equation*}
$$

To have experimentally interesting branching, say of the order $O\left(10^{-6}\right)$, for $\alpha_{X e}=3 \cdot 10^{-10}$ we must have $\alpha_{X X_{1}} \sim 5 \cdot 10^{-4}$ that looks reasonable. In the opposite limit $m_{X} \gg m_{e}$ the corresponding bound reads

$$
\begin{equation*}
\operatorname{Br}\left(o-P s \rightarrow X^{*} \rightarrow X_{1} \bar{X}_{1}\right) \leqslant k \cdot 3 \cdot 10^{-3} \alpha_{X X_{1}} \frac{m_{e}^{2}}{m_{X}^{2}} \tag{58}
\end{equation*}
$$

For $X$-boson mass close to the orthopositronium mass we have the enhancement factor $\left(1-\frac{m_{X}^{2}}{m_{o-P s}^{2}}\right)^{-2}$ in formula (41) for the branching ratio and hence the coupling constants $\alpha_{X e} \alpha_{X X_{1}}$ could be smaller. It should be noted that we can treat $X$ boson as a mirror orthopositronium which due to mixing of our photon with mirror photon has direct coupling with electrons and decays into 3 invisible mirror photons. Vector boson $X$ acquires a mass via Higgs mechanism and for both light $X$ boson and the Higgs scalar $\phi$ the reaction («Higgs-Strahlung» process)

$$
\begin{equation*}
o-P s \rightarrow X^{*} \rightarrow X \phi \tag{59}
\end{equation*}
$$

also leads to invisible $o-P s$ decay mode. The corresponding formula for the $o$ - $P s$ branching in the limit $m_{x} \ll m_{e}, m_{\phi} \ll m_{e}$ coincides with formula (41) for $k=1 / 4$ (scalar case) and leads to similar bound on the product $\alpha_{X e} \alpha_{X \phi}$.
3.4. Extra Dimensions. Recently the models with infinite additional dimensions of Randall-Sundrum type (brane-world models) [99,100] have become very popular. There is a hope that models with big compactification radius [99-103] will provide the natural solution of the gauge hierarchy problem. For instance, as it has been shown [99] on the example of the five-dimensional model, there exists a thin-brane solution to the 5-dimensional Einstein equations which has flat 4-dimensional hypersurfaces,

$$
\begin{equation*}
d s^{2}=a^{2}(z) \eta_{\mu \nu} d x^{\mu} d x^{\nu}-d z^{2} . \tag{60}
\end{equation*}
$$

Here

$$
\begin{equation*}
a(z)=\exp \left(-k\left(z-z_{c}\right)\right), \tag{61}
\end{equation*}
$$

and the parameter $k>0$ is determined by the 5 -dimensional Planck mass and bulk cosmological constant. For the model with metric (40) the effective fourdimensional gravitational constant is

$$
\begin{equation*}
G_{(4)}=G_{(5)} k \frac{1}{\exp \left(2 k z_{c}\right)-1} \tag{62}
\end{equation*}
$$

One can solve the gauge hierarchy problem in this model if $k \sim M_{\mathrm{EW}}=1 \mathrm{TeV}$, $G_{(5)} \sim k^{-3}$. As it follows from expression (42) the Planck scale in this model is

$$
\begin{equation*}
M_{\mathrm{PL}} \sim \exp \left(k z_{c}\right) M_{\mathrm{EW}} \tag{63}
\end{equation*}
$$

that means the existence of exponential hierarchy between Planck and electroweak scales. For $z_{c} \approx 37 k^{-1}$ we have correct quantitative relation among Planck and electroweak scales. Note that in this model the mass of the first gravitational Kaluza-Klein state is $m_{\text {grav }} \sim k$. As it has been shown in [104], in this model the massive matter becomes unstable due to tunneling effect and dissapears into additional 5th dimension. For massive scalar particle $\Phi$ with the mass $m$ the transition rate into additional dimension is given by the formula [104]

$$
\begin{equation*}
\Gamma(\Phi \rightarrow \text { additional dimension })=\frac{\pi m}{16}\left(\frac{m}{k}\right)^{2} . \tag{64}
\end{equation*}
$$

It should be stressed that $o-P s$ is a good candidate for the search for effect of the dissapearance into additional dimension(s) [105] since it has specific quantum numbers similar to those of vacuum and is a long-lived system. This might enhance the probability of the transition. For massive vector particles the expression for its transition rate into additional dimension(s) is not explicitly known. To make quantitative estimate we shall use the formula (49) for the decay width of spin 1 particle. For the orthopositronium invisible decay into additional dimension(s)

$$
\begin{equation*}
o-P s \rightarrow \gamma^{*} \rightarrow \text { additional dimension }(s) \tag{65}
\end{equation*}
$$

the corresponding branching ratio is

$$
\begin{align*}
\operatorname{Br}\left(o-P s \rightarrow \gamma^{*} \rightarrow\right. & \text { additional dimension }(s))= \\
& =\frac{9 \pi}{4\left(\pi^{2}-9\right)} \frac{1}{\alpha^{2}} \frac{\pi}{16}\left(\frac{m_{o-P s}}{k}\right)^{2} \approx 3 \cdot 10^{4}\left(\frac{m_{o-P s}}{k}\right)^{2} \tag{66}
\end{align*}
$$

Important bound on the parameter $k$ [105] arises from LEP1 data on $Z \rightarrow$ invisible decay, namely $k \geqslant 2.7 \mathrm{TeV}$ [105]. Using this bound we find that

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \text { additional dimension }(s)) \leqslant 4 \cdot 10^{-9} \tag{67}
\end{equation*}
$$

To solve the gauge hierarchy problem the models with additional infinite dimension(s) must have the $k \leqslant O(10) \mathrm{TeV}$. It means that

$$
\begin{equation*}
\operatorname{Br}(o-P s \rightarrow \text { additional dimension }(s)) \geqslant O\left(10^{-10}\right) \tag{68}
\end{equation*}
$$

Since these estimates give only a correct order of magnitude for the lower and upper limits on corresponding branching ratio, we believe that region of $\operatorname{Br}(o-P s \rightarrow$ invisible $) \simeq 10^{-9}-10^{-8}$ is of great interest for observation of effect of extra dimentions.

Thus, we saw that the invisible decay of orthopositronium may occur at a rate within several (two or three) orders of magnitude of the present experimental upper limit. We believe this enhances other motivations and justifies efforts for the more sensitive search for $o-P s \rightarrow$ invisible decay to be done in a near future experiment described below in Subsec.5.1.

## 4. NEW SEARCHES FOR INVISIBLE DECAY OF ORTHOPOSITRONIUM

As already mentioned in the previous section, the new models that are relevant to the $o-P s \rightarrow$ invisible decay mode predict the existence either of i) extradimensions, or ii) fractionally charged particles, or iii) a new light vector gauge boson, or iv) dark matter of the mirror matter type. The required sensitivity in the branching ratio $\operatorname{Br}(o-P s \rightarrow$ invisible $)$ for the possible observation of these phenomena has to be at least as low as $10^{-8}$.
4.1. The ETH-INR Experiment with the $\mathbf{S i O}_{2}$ Target. A new experiment, aimed at developing a $4 \pi$ hermetic calorimeter with an extremely low photon detection inefficiency has been recently proposed, [107]. The schematic illustration of the experimental setup is shown in Fig.4. The main components of the detector are: the positron source $\left({ }^{22} \mathrm{Na}\right)$, the positron tagging system, composed of a scintillating fiber viewed by two photomultipliers (PM), the positronium formation $\mathrm{SiO}_{2}$ target and a hermetic $\gamma$ detector.

The coincidence of the PM signals from the positrons crossing the fiber, opens the gate for the data acquisition (DAQ). In the off-line analysis the 1.27 MeV photon, which is emitted from the source simultaneously with the positron, is required to be in the trigger BGO counter resulting in a high confidence level of positron appearance in the positronium formation region. A positron, which enters the $\mathrm{SiO}_{2}$ target may capture an electron creating positronium. The calorimeter detects, either the direct $2 \gamma$ annihilation in flight or the 2(3) photons from the para (ortho)-positronium decays in the target. The occurrence of the o-Ps $\rightarrow$ invisible decay would appear as an excess of events with deposition in the calorimeter compatible with zero above those expected from the Monte Carlo prediction or from the direct background measurement. This measurement presents a new

Fig. 4. Schematic illustration of the ETHZ-INR experimental setup. Positrons from the ${ }^{22} \mathrm{Na}$ source, deposited on the central part of the scintillator fiber stop in the $\mathrm{SiO}_{2}$ target (dashed area in the centre) and form $o-P s$ atoms. The target is surrounded by a hermetic $\gamma$ detector, which consists of $\sim 100$ BGO crystals viewed by the photomultipliers

feature of this type of experiment. The idea is to obtain a pure $o-P s$ decay energy spectrum by comparing two different spectra from the same target filled either with $\mathrm{N}_{2}$ (low o-Ps quenching rate) or with air, where the presence of paramagnetic $\mathrm{O}_{2}$ will quench the fraction of $o-P s$ in the target from $10 \%$ down to $3 \%$, due to the spin exchange mechanism:

$$
\begin{equation*}
o-P s+O(\uparrow \uparrow) \rightarrow p-P s+O(\downarrow \uparrow) \tag{69}
\end{equation*}
$$

Thus, the subtraction of these properly normalized spectra will result in a pure $o-P s$ annihilation energy spectrum in the $\gamma$ detector. The experiment is currently in commissioning phase (see Fig. 5).


Fig. 5. ETHZ-INR experiment for $o-P s \rightarrow$ invisible decay search in silica aerogel
4.2. The Berkeley-LLNL Experiment. A collaboration at Lawrence Berkeley and Lawrence Livermore National Laboratories is investigating the feasibility of extending the sensitivity of such an experiment to the level of $10^{-9}$. The primary idea is to use a large volume of liquid organic scintillator as a hermetic $\gamma$ detector, e.g., similar to the design of the KamLAND neutrino experiment [12]. Elementary calculations suggest that such a detector would require a roughly three-meter diameter in order to have negligible probability for two 511 keV photons to each leave less than $\approx 100 \mathrm{keV}$ of energy in the detector volume. The total mass of such a volume of liquid scintillator would be roughly $10^{5} \mathrm{~kg}$. Several options for the positron source such as the ${ }^{22} \mathrm{Na}$ source, short-lived light isotopes, and even clean positron beam are considered. The o-Ps formation target is supposed to be the silica aerogel. One limitation is the counting time required to observe roughly $10^{9}$ Ps formation triggers, while allowing a several microsecond observation window to allow the o-Ps component to decay away such that the exponential decay probability is less than the desired branching ratio. In such a case, the accidental rate should not give an appreciable probability that a second decay would occur. Such a geometry naturally addresses the hermeticity requirement, but the sacrifice in compactness and larger mass compared to an array of high- $Z$ inorganic solid scintillators is clear. In such an experiment, the greatest challenge seems to be to provide as clean trigger as possible for the positron appearence.
4.3. The ETH-INR Vacuum Experiment. The concepts for a new experiment, designed with the goal to observe the $o-P s \rightarrow$ invisible decays, if its branching ratio is greater than $10^{-7}$, were presented in [108]. Figure 6 shows a schematic view of the experimental setup.

Accordingly, the apparatus is designed with several distinct parts: i) a pulsed slow positron beam $[109,110]$ and a low-mass target for efficient orthopositronium production in a vacuum chamber, ii) a positron appearance tagging system with a high signal-to-noise ratio based on a high performance MCP, iii) an almost $4 \pi$ BGO crystal calorimeter (ECAL) surrounding the vacuum chamber for efficient detection of annihilation photons. The chamber has as little wall mass as possible to minimize photon energy absorption. The target is supposed to be made of a special thin film of porous $\mathrm{SiO}_{2}$, where o-Ps is formed with $\sim 30 \%$ efficiency (see, Sec. 7, Fig. 16). Thermalized due to a high collisional rate, $o-P s$ 's are able to diffuse through the pore network over distances much longer than the film thickness and escape through the film surface into vacuum [111]. The Monte Carlo simulations show that collisional rate of $o-P s$ 's with the vacuum chamber walls is expected to be less than a few collisions per o-Ps lifetime [108].

The occurrence of the $o-P s \rightarrow o-P s^{\prime} \rightarrow$ invisible conversion would appear as an excess of events with energy deposition comparable with zero in the calorimeter above those expected from the prediction of the background. In case of a signal observation the number of excess events could be cross-checked by small
variations of experimental conditions which affect the o-Ps $\rightarrow o-P s^{\prime}$ transition rate but do not result in a loss of energy from ordinary positron annihilations. The identification of signal events relies on a high-efficiency measurement of the energy deposition from the annihilation of positrons.


Fig. 6. Schematic diagram of the ETH-INR experimental setup. Upstream the $E \times B$ region 1 the drift tube 4 of the pulse beam shown in Fig. 7 is located. The ECAL is composed of BGO counters viewed by photomultipliers

To achieve a sensitivity in the branching ratio of $10^{-7}$ in a reasonable amount of data-taking time, the rate of $o-P s$ decays per second has to be as high as possible consistent with minimal reduction of the $o-P s \rightarrow$ invisible signal efficiency and acceptably small dead time. The trigger rate in the photon detector is expected to be $\simeq 100 \mathrm{~Hz}$ which is low enough to allow these events to be recorded without losses, and is high enough to reach the expected sensitivity (see below) in a reasonable time.

Positrons from the pulsed beam are stopped in the target and either form positronium, i.e., $o-P s$ or $p-P s$, or annihilate promptly into $2 \gamma$ 's. The secondary electrons (SE) produced by the positrons hitting the target are accelerated by the voltage applied to the target relative the grounded transport tube. Then they are transported by a magnetic field in the backward direction relative to the positrons moving in spirals along the magnetic field lines and deflected to a micro-channel plate (MCP) by a $E \times B$ filter.

The trigger for data acquisition is generated by a coincidence within $\pm 3 \mathrm{~ns}$ of a pulse from the MCP and the signal from the pulsed beam, which is synchronized with the positron arrival time at the target.

It is hoped that the beam can serve several different experiments. Thus, the final beam construction should compromise several design goals which are summarized as follows:

- beam energy range from 100 to 1000 eV ,
- beam intensity of $\simeq 10^{4}-10^{5}$ positrons per second,
- pulse duration at the target $\delta t_{T}<3 \mathrm{~ns}$ for an initial pulse duration at the moderator $\delta t_{M} \simeq 300 \mathrm{~ns}$,
- repetition rate $0.3-1.0 \mathrm{MHz}$,
- peak/noise ratio $\sim 10^{2}$, (single) Gaussian shape of the pulse,
- beam spot size at the target position is of the order of a few millimeters assuming $3-5 \mathrm{~mm}{ }^{22} \mathrm{Na}$ source diameter.
The first measurement results obtained with the constructed pulse positron beam are reported in Sec. 5.

The experimental signature of the $o-P s \rightarrow$ invisible decay is an excess of events above the background at zero-energy deposition in the ECAL. The $90 \%$ C. L. limit on the branching ratio for the $o-P s \rightarrow$ invisible decay for a background free experiment is given by

$$
\begin{equation*}
S(90 \%)=\frac{N(o-P s \rightarrow \text { invisible })}{N_{o-P s} N_{\mathrm{coll}}}, \tag{70}
\end{equation*}
$$

where $N(o-P s \rightarrow$ invisible $)=2.3$ and the terms in the denominator are the integrated number of produced $o-P s$ 's $\left(N_{o-P s}\right)$, and the average number of $o-P s$ collisions in the chamber, respectively. The number $N_{o-P s}$ is defined as a product $N_{o-P s}=R_{e^{+}} \epsilon_{o-P s} \epsilon_{e^{-}} t$, where the first factor is the number of delivered positrons per second on the target, the second one is the efficiency for $o-P s$ production, and the third one is the efficiency of the secondary electron transportation from the target to the MCP in the positron tagging system. Taking $R_{e^{+}}=2 \cdot 10^{3} \mathrm{~s}^{-1}$, $\epsilon_{o-P s}=20 \%$ and $\epsilon_{e^{-}}=100 \%$, we expect $\approx 7 \cdot 10^{7}$ prompt and $\approx 1.7 \cdot 10^{7} \mathrm{o}-\mathrm{Ps}$ annihilations per day. Thus, $S(90 \%) \simeq 10^{-7}$.

In case of the observation of zero-energy events, one of the approaches would be to measure their number as a function of the residual gas pressure in the chamber. This would allow a good cross-check: relatively small variations of gas pressure result in larger peak variations at zero energy due to the damping of $o-P s \rightarrow o-P s^{\prime}$ oscillations.
4.4. The LEPTA Experiment. The new low energy positron/electron storage ring LEPTA [112], originally discussed in [113], is dedicated to construction of a small positron storage ring with electron cooling of positrons circulating in the ring [114]. Such a peculiarity of this facility enables it to be an efficient generator
of orthopositronium atoms [115]. The creation of slow $o-P s$ beam opens up many interesting possibilities to probe new physics beyond the SM with positronium. For example, a sensitive test of the $C P T$ invariance and the fundamental law of the electric charge quantization could be performed by the direct comparison of the electric charges of the particles forming o-Ps atoms by measuring their displacement after crossing a transverse magnetic field [117]. The LEPTA group has also discussed a possibility of searching for the $o-P s \rightarrow$ invisible decay in vacuum. The proposed method is based on the measurements of the dependence of o-Ps decay rate on coordinate $X$ along the vacuum channel, where the o-Ps flux travels, see, e.g., [118].

The analysis of the systematic errors shows that this experiment could be sensitive to the $\operatorname{Br}(o-P s \rightarrow$ invisible $)$ as low as $\sim 10^{-6}$, resulting in the sensitivity to the mixing strength $\epsilon \sim 10^{-8}$ [116]. The new independent experiment with the sensitivity in the $\operatorname{Br}(o-P s \rightarrow$ invisible) below the BBN limit of Eq. (53) would be very interesting and important.

## 5. PULSED SLOW-POSITRON BEAM

For the ETH-INR vacuum experiment discussed above a specially designed slow-positron beam operating in a pulsed mode with a repetition period $\simeq 1 \mu \mathrm{~s}$ has been constructed. The construction of the beam has to compromise two main design goals [119]: i) the time of the primary positron collection has to be comparable with the pulsing period in order to get the highest pulsing efficiency (the ratio of beam intensities in the pulsed and DC modes) and to enhance the signal-to-noise ratio; ii) a high beam compression factor of $\simeq 100$ has to be achieved in order to obtain a positron pulse width of a few ns and to suppress background for tagging of $o-P s$ production.

Various techniques to produce pulsed positron beams have been reported with the main focus so far on material science applications, for a review, see e.g., $[127,129]$. The Munich [120] and the Tsukuba [121] groups use sinusoidal RF field in the pulsed beam formation. They have achieved bunch pulse widths of $0.2-0.3 \mathrm{~ns}$ for an initial pulse duration of $5-15 \mathrm{~ns}$. For the vacuum experiments mentioned above, this method requires a wide time window of chopping, and accordingly, the positron collection efficiency from an initial DC beam becomes less than $1 \%$.

A pulsing system based on another method has been recently considered by Oshima et al. [122]. The main idea is the same as for the RF method: the time-offlight for each positron is adjusted according to the time it arrives at the starting point of acceleration. However, instead of applying a sinusoidal RF field, a more suitable pulse shape of the electric field is generated, such as an approximate inverse parabolic function of time [123]. This method has been further developed
by Iijima et al. [124] for measurements in which the lifetime of orthopositronium atoms is close to its vacuum value of $\simeq 142 \mathrm{~ns}$. For these applications it is necessary to modify the originally proposed technique in order to generate higher intensity positron beams by accumulating positrons over a wider time interval, even though the bunch width becomes larger, but still much less than the typical measured timing intervals of $\simeq 100 \mathrm{~ns}$. Using a high permeability buncher core, a bunch width of 2.2 ns (FWHM) for 50 ns collection time and a repetition period of 960 ns has been achieved [124]. One of the problems encountered is the limitation of the voltage supplied by a post-amplifier to the buncher. In this Section we describe the new recently constructed pulsed slow-positron beam [125] based on the use of a double-gap coaxial buncher powered by an RF pulse of appropriate shape, which is produced by an arbitrary waveform generator (AWG) and by a post-amplifier. This pulsing method allows one to reduce the influence of aberrations of the bunching pulse shape in comparison with methods using a sinusoidal RF voltage and to achieve a compression ratio limited mainly by the intrinsic energy spread of the initial positrons. In comparison with the one gap buncher method, see, e.g., [122], the present scheme requires lower bunching voltage and less post-amplifier power*.
5.1. Pulsed Slow-Positron Beam. The Actual Beam. The preliminary design of the present pulsed slow-positron beam has been reported in [119]. Our primary consideration is that the system should be of the magnetic transport type because this provides the simplest way to transport a slow-positron beam from the positron source to its target [126-130]. Figures 7, 8 show the schematic illustration of the developed pulsed slow-positron beam and the photograph of the actual beam, respectively.

The DC slow positrons are produced by moderation of fast positrons emitted from $\beta^{+}$decays of the radioisotope source ${ }^{22} \mathrm{Na}$. This source, with a relatively small activity ( $\sim 50 \mu \mathrm{Ci}$ ) was prepared by bombarding a $150 \mu \mathrm{~m}$ thick foil of pure Al with a 690 MeV proton beam at the PSI accelerator (Paul Scherrer Institute, Switzerland). The moderator, a tungsten $\mathrm{W}(100)$ single crystal foil with a thickness of $1 \mu \mathrm{~m}$, is prepared in situ by annealing it at $2000^{\circ} \mathrm{C}$ (see Sec. 3). A few eV positrons from the moderator are accelerated to 30 eV and are separated from the fast unmoderated positrons by a $90^{\circ}$ curved $B$ field, serving as a velocity filter. The eight coils provide a quasi-uniform longitudinal magnetic field of 70 G to guide positrons down to the target - a microchannel plate (MCP, Hamamatsu F4655-12), located at the end of the beam line and used for positron detection. The beam energy can be varied up to a few kV simply by applying to the beam drift tubes desired electrostatic potentials.
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Fig. 7. Schematic illustration of the magnetically transported pulsed positron beam


Fig. 8. Photograph of the ETH-INR slow-positron pulsed beam prototype

The positron pulsing section shown in Fig. 7 consists of a chopper, two drift tubes, and a buncher. The latter is constructed in such a way that its internal tube (the buncher electrode) forms a coaxial line of $50 \Omega$ impedance with the external vacuum pipe. The buncher length ( $\sim 150 \mathrm{~cm}$ ) is determined by the distance-of-flight of positrons entering the buncher during the initial pulse and by their energy. For the initial pulse of 90 ns the repetition period can be varied, starting from $\simeq 100 \mathrm{~ns}$ to the infinity. Initial positron pulses with the desired duration are formed with the chopper grid placed 4 mm downstream of the moderator foil. The potential difference $U_{\text {acc }}=5 \mathrm{~V}$ between the grid and the moderator foil is used for repelling the slow $\simeq 3 \mathrm{eV}$ positrons emitted from the moderator, see Fig. 9. When the chopper pulse of a given duration ( $50-300 \mathrm{~ns}$ ) and a rectangular shape, produced by a standard fast-signal generator, is applied to the grid with an amplitude of about 5 V , the moderated positrons come through and are accelerated in the gap between the chopper grid and the first drift tube.


Fig. 9. Schematic illustration of the source-moderator assembly

The Pulsing Scheme for the Buncher. The principle of the positron pulsing method is illustrated in Fig. 10. A nonlinear time-varying electric field in the first gap (Gap 1) between the drift tube 3 and the bunching electrode modulates the


Fig. 10. Principle of the positron beam compression with a double-gap buncher: at the time $t_{0}$ all chopped positrons have received initial acceleration, at the time $t_{1}>t_{0}\left(t_{3}>t_{2}\right)$ positrons passing the first (second) gap early are decelerated, while those which pass the gap at a later time $t_{2}>t_{1}\left(t_{4}>t_{3}\right)$ are accelerated. After this velocity modulation, positrons arrive at the target position (MCP) as a short bunch
velocity of positrons in such a way, that those (initially chopped and accelerated) positrons which arrive early are decelerated at the gap, while those which reach the gap later are accelerated. In the second gap (Gap 2) between the buncher and drift tube 4 the same procedure is repeated. The chopper pulse is synchronized with the AWG trigger signal such that the chopped initial positrons passing the bunching electrode receive the correct bunching voltage from the corresponding part of the bunching pulse. Finally, the initially chopped positron pulse arrives at the MCP target as a bunch of a small width.

The bunching voltage of the designed shape is produced by the arbitrary waveform generator (AWG-510, Tektronix). The AWG output pulse is then amplified by the post amplifier 100A250A (Amplifier Research) and is applied to the bunching electrode. The amplifier has an output power of 100 W and a bandwidth of $10 \mathrm{kHz}-250 \mathrm{MHz}$, allowing to drive the $50 \Omega$ coaxial buncher with a pulse amplitude up to $\simeq 80 \mathrm{~V}$ without saturation. The time profile of the bunched positrons at the MCP position is measured by using the MCP signal as the TDC-START and the AWG signal as the STOP; the STOP signal is also used to trigger the chopper pulse.
5.2. Design of the Pulsing System. The simulations of the $E, B$-fields, extraction optics, the beam transport and the velocity modulation of positrons are performed with the GEANT4 [131] and 3D-Bfield [132] codes with the goal to minimize the time width of the bunch and to optimize the shape of the bunching pulse. The optimal shape and duration of the bunching pulse was calculated for the given initial positron pulse duration by taking into account the following criteria:

- the amplitude of the RF bunching pulse should be within $\pm 80$ V,
- after the velocity modulation positrons should arrive at the target as a bunch within a time spread of $\simeq 1 \mathrm{~ns}$,
- absence of significant nonlinear distortions of the beam phase-space at the target position.


Fig. 11. The bunching voltages seen by the positrons at the first and second velocity modulation gaps, respectively

For the first gap and for an initial pulse of, e.g., 300 ns , a parabolic timevarying potential $V(t) \sim t^{2}$ changing from -60 V (decelerating part) to +30 V has been chosen, as shown in Fig. 11. The time dependence of the potential at the
central electrode of the buncher at times $t>300 \mathrm{~ns}$ can then be calculated, solving the corresponding equations with an iterative procedure under the condition that positrons arrive at the target simultaneously and that the potential at the electrode at the end of the bunching pulse returns to its initial value -60 V . In Fig. 11 the resulting shape of the bunching voltage is shown for both gaps.

In reality, the bunching pulse shape differs from its ideal theoretical shape, mostly due to the finite frequency bandwidth of the post-amplifier and due to nonideal matching of the coaxial buncher curcuit to $50 \Omega$ impedance. To estimate the effect, the response of the 100A250A amplifier was simulated according to its circuit characteristics [133]. The residual shape is defined as $R(t)=$ $S_{\text {out }}(t)-S_{\text {in }}(t)$, where $S_{\text {in }}(t)$ is the input signal supplied by the AWG with unit amplitude and $S_{\text {out }}(t)$ is the amplifier output pulse calculated for unit gain.

It was found that for an initial pulse duration of 300 ns the deviation of the response from the ideal shape shown in Fig. 11 is not more than about $R(t) / S_{\text {out }} \simeq \pm 1 \%$ over the full bunching pulse duration. The simulations show


Fig. 12. Simulated time distributions of bunched positrons at the MCP for an initial chopped pulse of 300 ns . The cuts on the longitudinal energy $E_{\| \mid}$of positrons emitted from the moderator are: $a$ ) $>0 ; b)>1.5 ; c)>2.0$; and $d)>2.5 \mathrm{eV}$. The initial positron energy distribution is taken from the measurements shown in Fig. 13, $b$, the angular distribution is taken to be isotropic
that a signal deviation $1 \%$ does not result in a significant distortion of the bunched positron pulse shape. The FWHM of the corresponding distribution has been increased by less than $2 \%$. However, for shorter initial pulses ( $<100 \mathrm{~ns}$ ), deviations up to $R(t) / S_{\text {out }} \simeq \pm 5 \%$ have been observed. This will result in a significant degradation of the FWHM and shape of the positron pulses. These results mean that the theoretical shape of the bunching pulse must be reproduced within about $\pm 1 \%$ precision. For an initial positron pulse duration of more than $\simeq 100 \mathrm{~ns}$ this value is achievable.

In Fig. 12 simulated time distributions of bunched positrons at the target are shown for different cuts on the longitudinal kinetic energy $E_{\|}$of positrons emitted from the moderator. The best time resolution with the new bunching method is about 2.1 ns (FWHM) for an initial pulse duration of 300 ns . It is also seen that the shape and width of the distributions are affected by the cut, i.e., by the degree of monochromaticity of the moderated positrons, as expected from Liouville's theorem.
5.3. Experimental Results. Moderated Positrons. It is well known that the spectrum of the longitudinal energy of moderated positrons strongly depends on the quality of the moderator and can be significantly improved by annealing the W-film in situ, see, e.g., [130]. The moderator annealing in our setup was


Fig. 13. a) Positron yield as a function of the potential difference between the moderator and chopper grid; $b$ ) longitudinal kinetic energy distribution of moderated positrons for the $\mathrm{W}(100)$ single crystal, moderated before (dotted line), $\sim 1 \mathrm{~h}$ after (solid), and two days after (dashed) in situ annealing
performed at $2000^{\circ} \mathrm{C}$ by bombarding the foil with an electron beam ( $\simeq 25 \mathrm{~W}$, 10 kV ) for about 10 min in a vacuum of $\approx 10^{-8} \mathrm{mbar}$.

Figure 13, $a$ shows the DC positron intensity as a function of the potential difference $\Delta U$ between the moderator and the chopper grid. The maximum positron yield corresponds to moderator efficiency $\sim 5.3 \cdot 10^{-5}$. The longitudinal energy spectra are obtained from the derivatives of the corresponding intensity curves and are shown in Fig. 13, $b$. The spectra are taken before, $\sim 1 \mathrm{~h}$ after and two days after the annealing. It is seen that the positron yield increases due to annealing almost by a factor of two. The FWHM of the energy distributions also changes from $\simeq 3 \mathrm{eV}$ obtained before to $\simeq 2 \mathrm{eV}$ measured after annealing. The spectra taken two days after annealing illustrate degradation of the moderator surface through interactions with a residual gas, which results in a broadening of the energy spectrum and a more isotropic re-emission of the positrons, i.e., in an increase of the beam emittance.

Positron Bunch Width. In Fig. 14 the measured time distributions of pulsed positrons at the target are shown for an initial pulse of 90 ns and for different


Fig. 14. Time distributions of pulsed positrons at the target position, measured for an initial positron pulse of 90 ns and for different potential difference $U_{\text {acc }}$ between the moderator and the grid indicated on the plots
values of the retarding voltage between the moderator and the chopper grid. It is seen that the FWHM of the distributions is very sensitive to the energy spread $\Delta E$ of the moderated positrons changing from 1.4 to 0.63 ns , for $\Delta E \sim 5 \mathrm{~V}$ $(\Delta U=+1 \mathrm{~V})$ and $\Delta E \sim 1.5 \mathrm{~V}(\Delta U=-2.5 \mathrm{~V})$, respectively. It should be noted, that the measurements shown in Fig. 13 were performed by the retarding potential method, using the grid as an energy analyzer. However, due to the inhomogeneity of the electric field formed by the grid, this method probably does not have an energy resolution better than $\sim 1 \mathrm{eV}$ and a significant contribution to the FWHM of the positron energy spectra can be expected.

The measurement results demonstrate that the degree, to which the positrons emitted from the moderator are mono-energetic, is an important parameter. Thus, it is crucial to have a well-conditioned stable moderator in order to get a high performance of the beam. This observation is in qualitative agreement with the results of simulations*.


Fig. 15. Measured time distribution of pulsed positrons at the target position for an initial pulse duration of $300 \mathrm{~ns}(a)$ and $120 \mathrm{~ns}(b)$, respectively

In Fig. 15, $a, b$ the measured time distributions of positrons arriving at the MCP are shown for initial positron pulse durations of 300 and 120 ns , respec-

[^10]tively. The FWHM of the distributions are estimated to be 2.3 and 1.4 ns . These values are comparable with those expected from Monte Carlo simulations, see, e.g., Fig. 12, d. The compression ratio is $\simeq 100$, which is by a factor of 5 better than the values previously obtained by Iijima et al. [124], reporting a compression from 50 to 2.2 ns , and by Tashiro et al. [134], reporting a compression from 30 to 1.4 ns , respectively. For the bunch width of $\sim 2.3 \mathrm{~ns}$ and a repetition period of $1 \mu$ s our pulsing efficiency is $\simeq 31 \%$, which is also by a factor of 6 better than reported in [124].

It should be noted, that the peak to (flat) background ratio ( $\simeq 10^{2}$ ) of the distributions shown in Fig. 15, $a, b$ is in agreement with expectations from the accidental coincidences of START and STOP signals i) from two different positrons, mostly due to the MCP detection inefficiency, or ii) from nonpositron related events due to the MCP noise. However, the non-Gaussian tails of the distributions in Fig. 15, $a, b$ (see also Fig. 18) are slightly worse than expected from simulations. There are several contributions to these tails due to: i) the angular distribution of the moderated positrons and the fact that they are not monoenergetic, ii) the extraction of slow positrons from the moderator, iii) deviations of the pulse applied to the bunching electrodes from the calculated ideal shape, iv) heterogeneous electric and magnetic fields, v) time jitter of the detecting electronics, etc.

## 6. MATERIAL SCIENCE WITH POSITRONS

The future of the fundamental science is no longer determined by scientific challenges only. Today's society pushes science to strengthen applications of its scientific achievements. Positron physics with mono-energetic beams of positrons is an excellent example illustrating developments in response for such demand.

Initially developed for fundamental atomic physics experiments the slow positron beam technique has undergone very rapid development during several past years toward its numerous increasingly important applications. Due to the fact that positrons are the most sensitive probe of the electron density in materials this technique became a unique tool for studying problems in basic and applied research in condensed matter physics and chemistry. Recently its evolution to a phase of commercial exploitation became notable.

Nowadays, there is a fundamental interest in studies of polymer surfaces [135], interfaces and, in particular, of nanoporous materials which have attracted tremendous interest due to their many potential applications, including but not limited to low-dielectric constant (low-k) thin films in microelectronic industry, membranes and selective permeation filters in biotechnology, and catalysts in chemical engineering [136-141].

The porous $\mathrm{SiO}_{2}$ films have been recently developed as low-dielectric interlayer insulators for use in future high-speed microelectronic devices. Voids are fabricated in these films in order to obtain a high degree of porosity and hence to make the dielectric constant lower. Important pore characteristics of the films, such as average size and size distributions, which have clear relation with the dielectric constant, are difficult to measure with standard techniques [142]. The emerging field of engineered nanoporosity (controlling pores from several angstroms to tens of nanometers) require vast improvements in pore characterization techniques, as there are few probes capable of characterizing such porosity, especially in thin films and especially when the pores are closed and inaccessible to gas absorption techniques.

The Positron Annihilation Lifetime Spectroscopy (PALS) is the well-known increasingly important (a less standard) technique that can be efficiently used to characterize the free-volume structure of such thin films, see, e.g., [136]. The technique uses either positrons emitted from a radioactive isotope (the so-called classic PALS) or positrons delivered by an intense pulsed positron beam with energy variable typically in the range of $1-50 \mathrm{keV}$ [141].

In classic PALS setups the timing start signal $t_{0}$ is provided by a $\gamma$ ray that is released coincidentally from a radioactive source (typically ${ }^{22} \mathrm{Na}$ ) with the positron. The stop signal is provided by one of the annihilation $\gamma$ rays. The advantages of this type of PALS technique is a high counting rate and a relatively simple experimental apparatus. The disadvantage is that the positrons are implanted relatively deeply and in an uncontrolled fashion, so that only average properties of a sample can be studied with such technique. Thus, this scheme is well suited for the investigation of the bulk materials, but not for the thinfilm samples. In contrary, the major advantage of the PALS beam technique is the ability to control positron implantation into the sample. The sample can be depth-profiled by varying the incident beam energy [141].

Beam based PALS technique has been recently reported as promising for testing pore sizes in the range from 0.3 to 100 nm for porous films with the thickness less than $0.1 \mu \mathrm{~m}$ [145, 146]. Details about the PALS technique and the methodologies of using beam-PALS to explore nanoporous thin films are described in related publications [144, 148].

The spectra collected from PALS experiments are usually composed of a number of exponentially decaying functions, attributed to the annihilation of positrons from different states in a sample. Positron and positronium annihilation are represented in lifetime spectra by at least three exponentials that characterize the annihilation rate of positrons and para- and orthopositronium in a material sample.

Orthopositronium, as a most long-lived state, is formed and diffuses to low electron density sites, i.e., cavities or holes, in thin films. The annihilation of orthopositronium implies a pick-off process of an electron in the void or pore walls
by the positron involved. The vacuum value of the $o-P s$ lifetime is shortened by this collisional pick-off annihilation and ranges typically from a fraction of a ns to tens of ns, see, e.g., [141].

What is important, that the lifetime $\tau_{3}$ of $o-P s$ in a sample is directly correlated to the radius of free-volume holes $R_{f}$. For example, in the so-called Tao-Eldrup regime [144] $\tau_{3}$ (in ns) is related to $R_{f}$ (in $\AA$ ) through the following equation [136]:

$$
\begin{equation*}
\tau_{3}=0.5\left[1-\frac{R_{f}}{R_{f}+1.66}+\frac{1}{2 \pi} \sin \left(2 \pi \frac{R_{f}}{R_{f}+1.66}\right)\right]^{-1} \tag{71}
\end{equation*}
$$

Therefore, this relation provides the key physical information concerning free volumes in thin films. As one can see from Eq. (71), in order to be sensitive to the pore size of $\simeq 0.1-1 \mathrm{~nm}$ the corresponding exponential with the lifetime of the order of $\tau_{3} \simeq$ a few ns has to be resolved in a PALS lifetime spectrum.


Fig. 16. An example of a porous $\mathrm{SiO}_{2}$ film [143] top viewed by SEM . The $2 \mu \mathrm{~m}$ scale is shown to evaluate the pore sizes of the sample

An example of a porous $\mathrm{SiO}_{2}$ film* is shown in Fig. 16. One may compare the resolution of pore sizes obtained with the SEM (scanning electron micro-
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Fig. 17. Pore-size as a function of $o-P s$ lifetime determined with the beam-PALS technique at different sample temperatures. See [144] for more details
scope) with the one accessible with the beam-PALS technique as illustrated in Fig. 17 [144].

The positron annihilation technique based on the use of monoenergetic slow positron beams is now established as one of the best methods of investigation and control of defects in materials because of very high level of sensitivity. For example, its high sensitivity to control defect concentrations from $10^{-8}$ to $10^{-3}$ by using variable energy monoenergetic positron beam makes it a unique diagnostic and research tool with a great promise which is ideally suited for studying thin films, multilayer structures and interfaces used in modern industry.
6.1. Possible Applications of the Developed Pulsed Beam. For high quality PALS spectra measurements the important characteristics of the positron bunch at the sample are: i) the bunch width, typically $<1 \mathrm{~ns}$, ii) the peak-to-background ratio, typically $\geqslant 10^{2}$; this is an important factor for accurate measurements of low-intensity o-Ps components, and iii) the shape of the time profile (resolution function), typically one or two Gaussians with small tails. This is important for measurements of short $o-P s$ lifetimes.

The flexibility of the developed pulsing scheme encourages us to test the generation of positron pulses with a width $<1 \mathrm{~ns}$. To avoid the influence of significant bunching pulse distortions on the positron time profile at the target, we try to eliminate them by using only a part of the bunching pulse, where
the aberrations of the shape are within a few \% (typically, the aberrations were significant at the beginning and at the end of the pulse). For this purpose the initial positron pulse was shortened to a desired duration by the chopper pulse in such a way, that the chopped positrons passing the bunching electrode received the correct bunching voltage from the selected (central) part of the buncher pulse, where aberration effects are negligible.


Fig. 18. Time distribution of bunched positrons at the target for a bunch pulse width corresponding to an initial positron pulse of 90 ns and chopper pulse durations of 80 (a), $70(b), 60(c), 50 \mathrm{~ns}(d)$, respectively. See the text for details

In Fig. 18 the results of these tests are shown for different chopper pulse durations, varying from 80 to 50 ns and a bunch pulse width corresponding to an initial positron pulse of 90 ns . It is seen that a positron bunch width as short as $\simeq 400 \mathrm{ps}$ can be obtained with this pulsing method. In Fig. 19 the time distribution of Fig. 18, $b$ is shown with a logarithmic scale for more details. Although it has low statistics (because of the small ${ }^{22} \mathrm{Na}$ source activity the counting rate is just $\sim 1 \mathrm{~Hz}$ ), the FWHM and the peak-to-background ratio ( $\sim 10^{2}$ ) are compatible


Fig. 19. Time distribution of positrons at the target with a FWHM of 576 ps
with the ones typically obtained with the pulsed beam for application to polymer films, see, e.g., [134]*.

We think that the further increasing of the statistics with a higher activity source, e.g., using the radioisotope ${ }^{18} \mathrm{~F}$ [149], and an improvement of the time profile of the bunched positrons result in a suitable beam for applications on thin film measurements.

## 7. SUMMARY

Due to its specific properties, orthopositronium is an important probe of QED and also physics beyond the Standard Model. In this paper we have reviewed phenomenological models of rare o-Ps decay modes. There are several interesting models, in particular mirror matter model and models with additional dimensions, that predict the effect of the orthopositronium disappearance. The experimental signature of this effect is the invisible decay of orthopositronium which may well occur at a rate within several (two or three) orders of magnitude of the present experimental upper limit.

[^12]We believe this enhances other motivations and justify efforts for the more sensitive search for $o-P s \rightarrow$ invisible decay to be done in future experiments. It also suggests additional direction in searching for new physics in nonaccelerator experiments. Given the indications for the mirror world coming from dark matter and the neutrino physics, as well as the intuitive expectation that nature could be left-right symmetric, it is obviously important to determine experimentally whether orthopositronium is a window on the mirror world.

The corresponding experiments require development of a high-efficiency pulsed slow-positron beam, which could be also used for numerous important industrial applications as a unique diagnostic and research tool.

We have described the recently constructed high-efficiency pulsed slowpositron beam for experiments with orthopositronium in vacuum. The new pulsing scheme is based on a double-gap coaxial buncher powered by an RF pulse of a specially designed shape, which is produced by an arbitrary waveform generator. With the modulation of the positron velocity in two gaps, their time of flight to a target is adjusted. This pulsing scheme allows one to minimize nonlinear aberrations in the bunching process and to achieve a compression ratio limited mainly by the intrinsic energy spread of the initial positrons. The flexibility of the new scheme allows one to efficiently compress the positron pulse with an initial pulse duration ranging from $\sim 300$ to 50 ns into a bunch of 2.3 to 0.4 ns width, respectively. A compression ratio of $\simeq 100$ and a pulsing efficiency of $\simeq 30 \%$ were achieved for a repetition period of $1 \mu \mathrm{~s}$, which is 5 to 6 times better than previously reported numbers.

Both, simulation and measurement results demonstrate that i) the degree to which the positrons emitted from the moderator are mono-energetic, and ii) the precision of the bunching pulse waveform are important for a high performance of the beam. This will require the possible construction of a new, well-conditioned moderator with narrow ( $\leqslant 1 \mathrm{eV}$ ) longitudinal energy spread of moderated positrons. In general, the developed beam is suitable for experiments with $o-P s$ in vacuum, mentioned above.

Preliminary results on the generation of short positron bunches for PALS applications to materials science are encouraging. However, further work to increase the beam intensity and possibly to improve the time profile of bunched positrons is required.
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[^2]:    *It should be noted that there are several review articles that have surveyed tests of fundamental physics with positronium annihilation [3-12].

[^3]:    ${ }^{*}$ In Eq. (1) the nonanalytic part of the $\alpha^{3} \ln \alpha$ coefficient represents the interference between the first-order correction and the second-order logarithmic term.

[^4]:    *Note, that the singlet decay rate has been measured using magnetic singlet-triplet state mixing in a gas mixture. Therefore, the accuracy of $\Gamma_{p}^{\exp }$ is affected by the precision of $\Gamma_{o}^{\exp }$ measurements in the experiment of [30].

[^5]:    *If given separately, the statistic and systematic errors are added up in quadrature.

[^6]:    ${ }^{*}$ For more recent interesting ideas on searching for mirror matter see [85] and references therein.

[^7]:    *The DAMA project at the Gran Sasso Laboratory (Italy) is an observatory for rare processes. One of the main activities is the investigation on Dark Matter particles in the galactic halo.
    ${ }^{* *}$ The SN1987a limit $\epsilon<10^{-9.5}$ obtained in [94] is actually much weaker. For a more detailed discussion of this constraint, see [88].

[^8]:    *For the recent phenomenological bounds in models with light vector $X$ boson related to the muon $(g-2)$ and the so-called NuTeV anomaly see [8,96-98].

[^9]:    *More details on a pulsing system with a single-gap velocity modulation can be found in [122, 123].

[^10]:    *The detailed comparison of beam simulations and measurement results will be reported elsewhere.

[^11]:    *The sample was grown in the Institute of Microelectronic Technology (Moscow) [143].

[^12]:    *We assume that the convolution of this spectrum with a time resolution of $\simeq 200-300 \mathrm{ps}$ of a fast $\mathrm{BaF}_{2} \gamma$ detector, usually used for PALS measurements, will not significantly affect the FWHM of the spectrum.

