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Monte Carlo Method in Neutron Activation Analysis

Neutron activation detectors are a useful technique for the neutron 	ux measure-
ments in spallation experiments. The study of the usefulness and the accuracy of this
method at similar experiments was performed with the help of Monte Carlo codes
MCNPX and FLUKA.

The investigation has been performed at the Dzhelepov Laboratory of Nuclear
Problems, JINR.
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1. INTRODUCTION

Neutron activation detectors are one of the best options for the measurements
of the produced neutron ˇeld characteristics in the spallation experiments. Their
main advantage is their small size which makes them very useful in the measure-
ments of the spatial distribution of the neutron ˇeld. In the Dubna experiments,
the neutron activation detectors were mainly used in the form of thin foils and
shall be from now on referred to as activation foils to avoid confusion with
semiconductor detectors.

The detection of neutrons with activation foils occurs in two steps:
• the neutrons interact with the foil material,
• the activity of radionuclides produced by neutrons in the foil during the

irradiation is analyzed.
In the ˇrst step, foils are irradiated and part of their material is activated

through, e.g., (n, xn), (n, α), and (n, γ) reactions. The new isotopes are unstable,
decaying (β+, β−, EC) and emitting characteristic gamma photons. These pho-
tons are registered with semiconductor detectors (usually HPGe) in the second
step. The amounts of produced isotopes are calculated from the measured activi-
ties. The information about the neutron ˇeld can also be obtained, providing that
the mechanisms of the isotope production are well known.

Gamma spectroscopy is part of many research methods and applications and
is covered in several textbooks (for, e.g., [1]). However, there exist some speciˇc
problems connected to the use of activation foils in spallation experiments, which
are studied in this work. For complete understanding, the derivation of basic
spectroscopy equations is shown at the beginning. In the rest of the paper, Monte
Carlo simulations are exploited to study the processes around the production and
detection of radioisotopes and the accuracy of the neutron activation analysis
method in spallation experiments.

2. THE PRODUCTION AND DETECTION OF RADIOISOTOPES

Nuclear reactions where neutrons are produced (spallation, direct reactions)
usually do not produce monoenergetic neutrons, but time- and space-dependent
neutron 	ux with the energy distribution Φ(E, x, t).
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The space distribution of the neutron 	ux can be measured with small foils
placed at different places. The time structure of single-neutron production reac-
tions is usually not measured with this technique, the irradiation should be stable
in time (the irradiation is connected with the accelerator output, the correction for
unstable accelerator output is discussed in the last sections).

To probe the energetic distribution of neutrons, one has to choose a foil
material in which different radioisotopes (each at different neutron energy) are
produced.

If an activation material is placed in the neutron 	ux, a speciˇc radioisotope
is produced with the rate P , and is at the same time decaying with the decay

constant λ =
ln(2)
τ1/2

, where τ1/2 is the half-life of the decay. The rate P is

proportional to the number of available nuclei for the reaction (N0) and the
neutron 	ux Φ(E) folded with reaction cross-section σ(E):

P = N0

∫
Φ(E)σ(E)dE. (1)

The amount of produced radioisotope is described with the equation:

dN

dt
= P − λN. (2)

The number of produced radioisotopes is zero at the beginning of the ir-
radiation, N(0) = 0. Assuming the rate P is constant, the solution to the
equation is

N(t) =
P

λ
(1 − e−λt). (3)

At the end of the irradiation, there are N(tirr) produced radioisotopes (tirr is
the irradiation time):

N(tirr) =
P

λ
(1 − e−λtirr). (4)

After the irradiation, the measurements with the HPGe detectors start. The
activated material is measured during the time interval (t0, t0 + treal), where t0 is
the time since the end of the irradiation, and treal is the time of the measurement.
The number of radioisotopes that decay during this time interval is

s = N(t0) − N(t0 + treal) = N(tirr)(e−λt0 − e−λ(t0+treal)) =

=
P

λ
(1 − e−λtirr)e−λt0(1 − e−λtreal). (5)
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Photons from part of the decayed radioisotopes are detected by the HPGe
detector as a gamma peak with the surface s, which must be corrected to obtain
real surface S

S = s · εP (E) · Iγ(E) · COI · Cg · Cs · Ct ·
tlive
treal

, (6)

where εP (E) is the peak efˇciency of the HPGe detector for gamma photons of
energy E; Iγ(E) is the gamma emission probability (probability that the photon

of energy E is emitted in the decay);
tlive
treal

is the correction for the dead time

of the HPGe detector (tlive is the live time of the measurement); COI is the
correction for the decay cascade effect; Cg is the geometrical correction, Cs is
the correction because of self-absorption of gamma photons in activation foil
material, and Ct is the correction for the beam instabilities during the irradiation.
The rate P is expressed from equations (5) and (6) as

P =
S · λ

εP (E) · Iγ(E) · COI · Cg · Cs · Ct

treal
tlive

eλt0

(1 − e−λtirr)(1 − e−λtreal)
. (7)

The number of the produced nuclei of radioisotope A per one gram of the
material and per beam particle is called the production rate B(A) and is commonly
used in the spallation physics studies. The production rate B(A) can be connected
directly with the rate P (the connection between the neutron 	ux per time (Φ)

and the neutron 	ux per beam particle (Φ′) is Φ′(E) = Φ(E)
tirr
Np

):

B(A) =
1
m

∫
E

Φ′(E)σ(E)dE =
1
m

∫
E

Φ(E)
tirr
Np

σ(E)dE =
tirr

mNp
P, (8)

where m is the mass of the activation foil, and Np is the total number of protons
from the accelerator for the spallation reaction. The amount of the produced
radioisotope can be expressed also as the reaction rate R(A), which is the number
of the produced nuclei of radioisotope A per number of atoms in the sample
material and per beam particle. It is connected with B(A) as

R(A) = B(A)
M

NA
, (9)

where M is relative atomic mass of the activation foil material, and NA is the
Avogadro constant.

So far, the irradiation was assumed to be continuous and constant in time.
Some accelerators monitor the time structure of their output in regular intervals,
and in cases when the output is not constant in time, the time dependency of P (t)
needs to be included in (2):

dN

dt
= P (t) − λN. (10)
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The solution is

N(t) = e−λt

∫ t

0

eλt′P (t′)dt′. (11)

The time structure of the irradiation can be approximated with n bunches
of the beam intensity ri, constant in the time intervals [ti, ti+1]. With this
approximation, the integral in equation (11) is simpliˇed to

N(tn) =
e−λtn

λ

n∑
i=1

Pi(eλti − eλti−1). (12)

The ratio between the number of produced radioisotopes for unstable (11)
and stable irradiation (3) is the correction for the beam instability Ct:

Ct =

e−λtn

λ

n∑
i=1

Pi(eλti − eλti−1)

P

λ
(1 − e−λtirr)

. (13)

By realizing that P is proportional to the number of protons in a time interval
(P = C

Np

tirr
, Pi = C Ni

ti−ti−1
and tirr = tn) and by introducing Wi = Ni

N (number
of protons in the bunch i divided by the total number of protons), factor Ct can
be expressed as

Ct =

tn

n∑
i=1

Wi

(ti − ti−1)

e−λ(tn−ti)(1 − e−λ(ti−ti−1))
1 − eλtn . (14)

3. DETECTION OF RADIOISOTOPES

Emitted gamma photons are detected with HPGe detectors. Photons interact
with the detector active material (ca. 120 cm3) mainly by photoeffect, Compton
scattering and pair production, and can deposit in the detector material their full
energy or just a part of it. The response of the detector consists of the peaks at the
energies of the emitted photons and the continuum below this energy (Compton
edge, escape peaks), see Fig. 8.

The probability that the photon deposits its entire energy in the detector is
called full peak efˇciency εP (E), the probability that it deposits any nonzero
part of its energy (up to its entire energy) is called total efˇciency εT (E). In
equation (7) only peak efˇciency εP (E) acts directly, total efˇciency εT (E) is
however hidden in the COI correction (see Subsec. 3.6), which can range up to
ten percents.
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Fig. 1. Extract of the ORTEC GMR-20190-R detector schematic (side cross section). The
crystal diameter is 56.8 mm (E), the length 51.3 mm (H), the beryllium window is 0.5 mm
thick (D) and the distance from the window to the detector is 3 mm (B). Other dimensions
are company secret

The response of HPGe detectors can be reliably predicted with the Monte
Carlo codes. The details of the detector inner structure are often company se-
crets and mainly for this reason the simulated predictions have limited accuracy.
In Fig. 1 the detector geometry as was implemented in the MCNPX code pack-
age [2] for the simulations of εP (E) and εT (E) efˇciencies is shown. The energy
deposited in the detector (F8 tally) at incident photons energies in the keVÄMeV
range was studied. The efˇciencies were deˇned as the ratio between the number
of simulated histories at which full/partial energy was deposited in the detector
and the number of all histories.

3.1. Experimental Calibration. The detectors are experimentally calibrated
with radioactive isotope standards. The calibration samples are in the form of
small dots of the radioactive isotope, doped on the glass, isotropically radiating
photons in all directions. Both the full peak efˇciency and the total efˇciency
are determined at the calibration. The εT (E) can be determined only with the
calibration radioisotopes that have one single line in the decay scheme.

The calibration samples with the activity A0 measured at time t = 0 will
undergo s decays during the calibration time interval [t0, t0 + treal]:

s = N(t0) − N(t0 + treal) =
A0

λ
e−λt0(1 − e−λtreal). (15)
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The measured peak surface S and the detector efˇciency εP (E) are connected
with the relation (6), and we can write:

εP (E) =
Sλ eλt0

A0Iγ COICg

treal
tlive

1
1 − e−λtreal

. (16)

The measurement times (treal ≈ hours) are much smaller than the lifetimes of
standard isotopes (τ ≈ years), therefore, e−λtreal � 1. The last two factors from
the previous equation can be simpliˇed by writing e−λtreal as Taylor series and
keeping only the ˇrst terms:

treal
tlive

1
1 − e−λtreal

=
1 − (1 − λtreal)
1 − (1 − λtlive)

1
1 − (1 − λtreal − . . .)

=
1

1 − e−λtlive
.

(17)
Because calibration samples are good approximation of point sources (Cg =

1), εP (E) can be written as

εP (E) =
Sλ eλt0

A0IγCOI
1

1 − e−λtlive
. (18)

Total efˇciency εT (E) is calculated in the same manner, however all counts
in the detector up to the peak energy are taken for S instead of the counts in the
peak.

3.2. Full Peak Efˇciency εP (E). The peak efˇciencies were simulated at
approximate distances where the samples are measured during the experiments,
see Fig. 2. The simulated peak efˇciencies for the 4.1 cm position are shown
in Fig. 3, together with the experimentally determined efˇciencies (measured with
standard calibration radioisotopes). Above 100 keV, the peak efˇciencies are
reliably ˇtted with a higher order exponential function of the form:

εP = ea+b ln(E)+c ln2(E)+d ln3(E)+... (19)

There are a few percent discrepancies between the ˇtted curve and the mea-
sured values. These differences have three different origins: inaccurate placement
of the samples (ca. 1 mm inaccuracy), the inaccuracy in the measured activity
of the calibration samples (about 2%) and absolute intensity of the gamma line
(1%), and the error of the gamma peak ˇt (1Ä3%).

The maximum difference between the simulated and ˇtted experimental
curves is below 10% up to the energy of 2000 keV. This means that the de-
tector is well-modelled and that the following simulated results are reliable.

At the measurements of the activation foils with small intensity the close
placement of the foil to the detector cannot be avoided. The inaccuracy of
the placement has the biggest impact in these positions. The simulations with
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Fig. 2. The holder for foil samples with the detector. The samples are measured at ca. 1.2,
2.4, 4.1, 6.5, 9.9, 14.7, 21.6, 31.1 cm from the detector

the samples placed at 4.0 and 4.2 cm from the detector predict for ca. 3%
different results according to the simulation at 4.1 cm. In the position 2.4 cm, the
displacement of the source for 1 mm changes the peak area for 4%, and further
positions are less sensitive (6.5 cm≈ 2%, further < 1%).

3.3. Total Efˇciency εT (E). Figure 4 shows the simulated εT (E), experi-
mentally determined values and the experimental ˇt for the position 4.1 cm from
the detector. The data are again ˇtted with a higher order exponential function,
usually less factors are needed than for εP (E).

The isotopes with only one gamma line in the spectrum (or two gamma lines
provided that they are close together, e. g., 57Co) can be used for the experimental
determination of εT . Only a few calibration samples meet these requirements.
The efˇciency εT (E) is calculated from equation (18), taking for S the sum of the
signal in all channels up to and including the channels where the peak is registered.
In case of longer calibration measurements (for low intensity calibration sources
or positions far from the detector) the contribution from the background needs to
be subtracted from this value.

The uncertainty of the ˇtted εT (E) curve is around 15%, because of fewer
ˇtting points and the procedure with the background subtraction. Total efˇciency
is present in (7) through the cascade coefˇcient factor (see Subsec. 3.6), which is
usually below 5% (10% in rare cases). The εT (E) inaccuracy therefore contributes
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Fig. 3. a) Simulated full peak efˇciency (εP (E)) curve for the ORTEC HPGe detector
with experimentally determined efˇciencies (the distance from the detector was 4.1 cm)
and ˇtted curve (3rd order). b) Ratios between experimental data and the value calculated
with the ˇtted curve. Uncertainties include the inaccuracy of the placement of the measured
activity and peak ˇt

through the cascade coefˇcient factor 15% ·10% = 1.5% inaccuracy in the overall
B(A) calculation. The difference between the simulated and ˇtted experimental
curves is 30% around 100 keV and decreases to 10% around the energy 3000 keV.

3.4. Geometrical Correction Factor Cg. The calibration samples are point-
like dots of radioactive material packed in the sample holder. On the other hand,
the activation foils are typically in the form of foils with dimensions 2 × 2 cm
and from 50Ä1000 μm thick (see Subsec. 4.3), with the radioactivity distributed
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Fig. 4. Simulated total efˇciency (εT (E)) with experimentally determined efˇciencies and
the ˇt of experimental values (1st order). The distance from the detector was 4.1 cm

in the foil volume. As the photons from the edges of the foil have smaller
solid angle covered by the detector, the detector response to the activation foil
will be smaller than to the point-like calibration sample with the same activity.
The geometrical factor Cg accounting for this difference is deˇned as the ratio
between the response of the detector to the foil and to the point-like source.

In MCNPX simulations, the geometrical correction factor is then

Cg =
εP (foil)

εP (point)
, (20)

where εP (foil) is the simulated peak efˇciency for the activation foil and εP (point)
for the point-like source. The simulated peak efˇciencies using the sources in
form of Al, Au, and Bi foils used in our experiments (Al Å 2 × 2 × 0.05 cm,
Au Å 2× 2× 0.005 cm, Bi Å 2.5× 2.5× 0.1 cm) and subsequently with point-
like sources were compared to estimate the geometrical correction factor. Both
radioactive sources were placed at the detector positions on 1.2, 2.4, 4.1, 6.5, 9.9,
14.7, 21.6, 31.1 cm (see Fig. 2), the energy of the photons was set to 500 keV.
In Fig. 5 it is seen that the geometrical correction factor for larger distances from
the detector is approaching to 1. At closer distances it can be as low as 0.92 for
the largest Bi activation foils.

The estimation of the geometrical factor from the solid angle under which
the source ®sees¯ the detector is also possible. The results of this method are
very close to the results of MCNPX simulations, usually within 1%.

The calculation of the geometrical factor with the MCNPX simulation or with
the solid angle method can be applied only if at least the crystal radius and the
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Fig. 5. Geometrical correction factor (Cg) in the dependency on the distance from the
detector for different foil dimensions (MCNPX simulation)

distance of the crystal from the detector window are known. The inner structure
of the detector is often company private, and in such cases another, experimental
method has to be used to obtain the geometrical factor. Using the point-like
radioactive source, the response of the HPGe detector to the source placed at
different radial distances (r) from the detector central axis is measured. With the
obtained function εP (r), the geometrical factor is calculated as

Cg =

∫
S εP (r)dS

εP (0)
. (21)

Above-mentioned methods were tested with the experiment performed at the
NPI experimental facilities. The 1× 1 mm (approximating point-like source) and
2×2 cm Au foils were irradiated in moderated neutron spectrum and subsequently
measured with the HPGe detector at different detector to source distances. The
detector responses were compared and obtained geometrical corrections corre-
spond well with the values simulated by MCNPX or calculated with the solid
angle method. Using the point-like source, the dependancy εP (r) was measured
and the value obtained by equation (21) for 2 × 2 cm foil was again in good
agreement with the directly measured geometrical correction.

3.5. Self-Absorption of Gamma Photons in the Activation Foils Cs. The
mass attenuation coefˇcients are for activation materials at 100 keV energies in
orders of a few cm2/g. This means that self-absorption in even less than mm
thick foils is signiˇcant.
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The Cs factor accounts for self-absorption and can be expressed as the ratio
between gamma 	uxes from the foil with and without self-absorption:

Cs =

∫ l

0

I0

l
e−μxdx

∫ l

0

I0

l
dx

=
1 − e−μl

μl
, (22)

where l is the foil thickness and μ is the product of attenuation coefˇcient and
foil density. It is assumed that the foil is placed perpendicular to the detector
axis and far enough from the HPGe crystal that only photons emitted parallel to
the detector axis reach the crystal.

The effect was also studied with the MCNPX simulations. The cases with and
without self-absorption were in simulations approximated with foils with volume
ˇlled with material and foils ˇlled with air. The source of photons was distributed
homogeneously in the foil volume. The efˇcieny εP (E) of the HPGe detector
was simulated for energies of gamma photons ranging from 50Ä2000 keV and
10Ä1000 μm thickness of the foil material. The foil with dimensions 2 × 2 cm
was placed 2.4 cm away from the detector.

The ratios between the results for foils ˇlled with material and air at dif-
ferent photon energies and foil thicknesses are shown in Fig. 6. The examples
of some simulated results for the gold activation foils used at the experiments
(2 cm× 2 cm× 0.05 mm) are shown in Table 1.

The results of Cs calculation from equation (22) and the MCNPX simula-
tion were identical within statistical errors for all isotopes usually observed in
activation foils at spallation experiments.

Fig. 6. MCNPX simulation of the self-absorption coefˇcient Cs for gold activation foil.
On the X axis is the thickness of the foil, on the Y axis is the energy of the gamma
photons, and on the Z axis is the self-absorption coefˇcient
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Table 1. Simulated factors Cs in gold foils. The foil dimensions used in simulation were
2 cm× 2 cm× 0.05 mm

Radioisotope Energy, keV Cs

195Au 98.85 0.762
193Au 186.17 0.945
194Au 293.545 0.981
196Au 332.983 0.985
198Au 411.80205 0.990

above 420 > 0.990

3.6. Cascade Coincidences. The γ decay of an excited nucleus goes thro-
ugh several excited levels, emitting photons or conversion electrons at each step.
At a single decay, several photons can be emitted at different angles and they can
also deposit their energy in the detector simultaneously. This effect is known as
cascade coincidence.

True coincidences occur when two or more cascading photons Å emitted in
the decay of a radionuclide with negligible time delay Å give rise to a total or
partial energy deposition in the detector.

Two or more photons registered in the detector can also be from different
decays Å false coincidences. Such coincidences are usually negligible. Only in
the case when the intervals between the hits are smaller than the detector dead
time (few μs, activities in orders of MBq), they should be taken into account.

The probability that more photons are emitted to solid angle towards the
detector decreases with the distance from the detector, and true coincidences are
signiˇcant only at small source to detector distances.

Cascade coincidences can change the area under gamma peaks in two ways:
• Several photons from the decay deposit their energy in the detector together.

The area of the observed peaks is smaller for a factor L (see (24)), the energy
is deposited in channels corresponding to higher energies. Smaller peaks and
corresponding background arise at the sum of the energies of photons, see Fig. 8.

• The nucleus can decay from one state to another directly by emitting one
photon or in several steps, emitting photons at each step. The sum of the photon
energies corresponds to the energy of the photon in the single step. If all photons
fully deposit their energy in the detector, the peak area of the single-step photon
will be increased for a factor S (see (25)).

Corrections for cascade coincidences can be avoided if the same radioactive
isotopes are used for the calibration and for the measurement. The correction can
also be determined experimentally with the measurements at different distances
from the detector. The cascade coincidences at large distances are negligible (the
probability that two photons from the same decay are emitted into the solid angle
towards the detector is small).
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The basic calculation procedure of the correction factor is described else-
where [2, 3]. In brief, the correction factor, for example, shown in Fig. 7, is
given as

COI = (1 − L)(1 + S), (23)

where coefˇcients L and S are

L(B) = aCcCεT (C), (24)

S(A = B + C) =
IB

IA
aCcC

εP (B)εP (C)
εP (A)

. (25)

Factor cC = (αC + 1)−1 is the probability that the photon will be emitted
at the transition (conversion electron is another possibility, αC is the conversion
coefˇcient and is the ratio between the irradiation probabilities of the conversion
electron and gamma photon), and aC the probability that the transition C will
happen from all possible transitions from a given state (aC = 1 in our case, but

for, e.g., aB =
IB/cB

IA/cA + IB/cB
). These equations can be extended for decays

through more excited states, see for, e. g., [3].
Another method was proposed by T.M. Semkow et al. in [4]. The authors

introduced a vector of feeding factors f :

f = (f0f1 . . . fn), (26)

where fi is the ith level feeding factor. The total branching ratios are designated
as xji for a transition from level j to i, and form a square lower-triangular
matrix x:

x =

⎛
⎜⎜⎜⎜⎜⎝

0
x10 0
x20 x21 0
...

...
...

xn0 xn1 xn2 . . . xnn−1 0

⎞
⎟⎟⎟⎟⎟⎠

. (27)

Fig. 7. Decay scheme with lines A, B, and C
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Other matrices c, a, e, and b are deˇned below and their elements are
functions of xji as well as of the peak efˇciencies εP (Eji), the total efˇciencies
εT (Eji), and the total γ-ray conversion coefˇcients αji:

cji =
xji

1 + αji
, aji = cjiεP (Eji), eji = cjiεT (Eji), bji = xji − eji. (28)

Matrices A and B are introduced:

A =
n∑

k=1

ak, B = E +
n∑

k=1

bk, (29)

where E = diag(1) is a unit matrix. A consecutive k-times multiplication of a
matrix is abbreviated as the matrix to the kth power. Two diagonal matrices N
and M are functions of B:

N = diag([fB]i),M = diag(Bi0). (30)

The cascade coincidence factors Sji form a matrix S:

S = N · A ·M. (31)

This notation should be equivalent to formulas obtained by the basic calcu-
lation procedure.

3.6.1. The Simulations of Cascade Coincidences with the FLUKA Monte
Carlo Code. For the simulations of the cascade coincidences, a source which
emits more photons in a single history needs to be implemented in the code.
The implementation to MCNPX turned out very difˇcult, while the FLUKA
code [?, ?] already contains subroutines, which were only slightly changed to
emit more photons in one history. The electromagnetic part of the FLUKA code
is almost identical to the one in the MCNPX code, what was also veriˇed with
some simulations from the previous sections that were repeated with FLUKA and
the same results within statistical uncertainties were obtained.

For cascade coincidence related simulations, the detector was simpliˇed with
a Ge cylinder with 4 cm diameter and 5 cm length. Both efˇciencies (εT and εP )
were simulated for a few distances of the radioactive source from the detector
(1, 5, 10 cm), and calculated efˇciencies were ˇtted with appropriate exponential
functions (Subsecs. 3.2 and 3.3).

In the next step, FLUKA subroutine source.f was modiˇed to release in
each history one of the photons from the studied radioactive decays (radioactive
isotopes 60Co and 133Ba were studied). The probabilities of the choice of the
emitted photon energy were set to absolute intensities of the gamma lines, taken
from the ENDL database [5]. The spectrum of the energy deposited in the detector
corresponds to the theoretical case where there are no cascade effects (Fig. 8).
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Fig. 8. FLUKA simulation of the detector response to the 60Co source placed 1 cm from
the detector front. For the case when two photons are in cascade, the area under the peaks
is decreased (for the factor COI) and another peak at the sum of the energies of both
photons appears

The subroutine source.f was then modiˇed to emit more photons in the same
history (as in the real radioactive decay) and the response of the detector was
simulated. Two cases were simulated, the ˇrst one with both photons emitted
isotropically (without the correlation between their directions) and the second with
the correlation between the angular distribution of emitted photons. The distrib-
ution of solid angles between the photons is generally deˇned by the equation

W (θ) =
∑

ν

A(1)
ν A(2)

ν Pν(cos θ), (32)

where Pν are Legendre polynomials, and coefˇcients A
(1)
ν and A

(2)
ν are functions

of multipolarities and spins of the radiations. The detailed explanation of the
angular distribution correlation is beyond the scope of this work, and can be found
in textbooks, e.g., [6]. For example, in the decay of isotope 60Co two photons
are emitted and the distribution of the solid angle between them is correlated with
the following function:

W (θ) = 1 + A2P2(cos θ) + A4P4(cos θ) =

= 1 + 0.1020
1
2
(3 cos2(θ) − 1) +

+
0.0051

8
(35 cos4(θ) − 30 cos2(θ) + 3). (33)

The spectra from different simulation steps were compared to the spec-
trum with one photon in each decay, and the correction for the cascade effects
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was deˇned as

COI =
Sr

S1
, (34)

where S1 is the area under the peak obtained with the simulation where one
photon was emitted in the history, and Sr is the same area for the simulated
realistic decay.

At the closest distance of the radioactive source from the detector (1 cm), the
correction for cascade effects was up to 12%. The factors simulated with angular
correlation differ for less than 1% from the factors without angular correlation.
The simulation with angular correlation was repeated with the ˇrst multiplier (A2)
set to 0.3 instead of 0.1020. For the big majority of decays 0.3 is the upper limit
for this multiplier [7]. The factors calculated with A2 = 0.3 differ for 2% from
the correction factor without angular correlation.

The COI corrections at the distance 5 cm are less than 5% and at the distance
10 cm less than 2%. The numbers calculated with FLUKA code were compared
to the numbers obtained by two analytical calculation procedures mentioned in
the previous sections. Simulated εT and εP were used in equations (23)Ä(31).
For both studied isotopes (60Co and 133Ba) the identical results (comparing to
FLUKA simulation without angular correlation) for COI corrections were ob-
tained within 0.5%. It should be noted that analytical procedures do not include
angular correlations between emitted photons, but the corrections because of these
correlations are small (≈ 1%).

4. PRODUCTION OF RADIOISOTOPES

4.1. Spectra of Produced Particles and Cross Sections. Beside neutrons,
the following particles are produced in the spallation reaction: protons, photons,
pions and heavier fragments (d, t . . .). These particles all contribute to the pro-
duction of the measured radioisotopes, and it is important to have a ˇgure on
their in	uence.

The example of the calculated spectra of the particles produced in the spalla-
tion is seen in Fig. 9. The spectra of neutrons, protons, deuterons, charged pions,
and photons were calculated with MCNPX, with 1 GeV deuteron beam directed
to the lead target of 50 cm length and 5 cm radius. Another simulation with the
same target surrounded by 2 m of water (moderator) is refered to as ®water bath¯
case. At experiments, targets are placed in the moderating environment (con-
crete walls, soil), and neutron spectrum obtained in the ®water bath¯ simulation
should be closer to the reality than in the bare target case. The in	uence of the
moderator on the spectra of other particles is negligible. From Fig. 9 it is seen
that mostly neutrons are produced, the production of protons and photons is sup-
pressed for one order of magnitude (protons Å Coulomb barrier, photon emission
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Fig. 9. Spectra of produced secondary particles in the spallation reaction (a). The beam
of 1 GeV deuterons was directed to the lead target (50 cm length, 5 cm radius). The
neutron spectrum simulated with the target surrounded by 2 m of water is refered to as
®neutrons+water¯. Cross sections for reactions with neutrons, protons, photons, pions,
and deuterons in which 196Au is produced (b). The energy scale (X axis) corresponds to
the spectra presented above. Cross sections were calculated with TALYS 1.0 code, with
the exception of pions (MCNPX code, CEM03 model) and data for (n, γ) reaction [8]

competes with neutron emission only in the last phase of the spallation reaction),
the production of pions is strongly suppressed in our beam energy range.

The produced neutrons interact with the activation material through (n, xn)
and (n, γ) reaction channels, protons through (p, p(x−1)n) . . . An example of the
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cross sections for 197Au(n, 2n)196Au reactions (and their equivalents that produce
the same radioisotope with protons, pions, and photons) are shown in Fig. 9.
Reactions (n, xn) with higher x have similar shape of the cross sections, but
the threshold is placed towards higher energies (thresholds for (n, 2n), (n, 3n),
(n, 4n) reactions are 8.1, 14.8, 23.2 MeV). Another reaction with similar shape
of the cross sections is (n, α) in Al with the threshold at 3.2 MeV. Low energy
neutrons (0.1 eV< En < 0.1 MeV) which are not produced in the spallation
reactions in large quantities (but there is always plenty of them as a result of the
moderation in the shielding materials or moderator) interact with the activation
material with (n, γ) reactions.

4.2. In�uence of Other Particles. The production rates B(A) are obtained
by folding the spectra and appropriate cross sections from Fig. 9. The particles
other than neutrons will give small but not negligible contribution to the total
production rate. At the typical (for spallation experiments) beam energy of
1 GeV, the contribution from photons and pions can be usually neglected, as they
contribute less than 1%. On the other hand, proton and deuteron (in the case
where a deuteron beam is used) contributions are not negligible. Primary protons
(deuterons) from the beam are mostly responsible for proton (deuteron) included
reactions, and their contribution vary signiˇcantly with the placement of the
activation foils. In the positions reached by primary particles, these contributions
can be up to tens of percents as shown by simulation.

In the simulation, the target was divided into two parts (15 + 35 cm) with
1 mm gap between them. The 1 GeV narrow, deuteron beam was directed to
the target and spectra sampled in the gap were folded with the appropriate cross
sections. It was found out that, e.g., 20% of radioisotope 192Au was produced with
protons, 5% with deuterons, while pion and photon contributions were below 1%.

Therefore, the contributions to B(A) from the reactions with other particles
should always be considered at the spallation experiments. The same is valid for
reactions of type (n, f ), (n, α) . . . in other activation materials. The exception is
(n, γ) reaction, which is sensitive to low energy neutrons only (0.1 eV< En <
0.1 MeV).

4.3. Dimensions of the Foils. The minimal mass of the foil material is
determined by the number of activated nuclei that can be detected with the HPGe
detector. The gamma peak from the radioisotope should be visible in the spectrum
background, which usually increases with the rate about at least 1 count/minute
in a channel around the energy 500 keV.

In our commonly used conditions, after one hour of the background measure-
ment, the expected number of counts in that channel will be with 98% probability
60 ± 3σ = 60 ± 3

√
60 = 60 ± 23. The count rate from the radioactive isotope

in one channel should be more than 23 counts per hour if it should be distin-
guishable from the background. Because the energy resolution of the detector is
around 2Ä3 keV, the peak can be registered in the neighbor channels covering
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2Ä3 keV range, what is around 10 channels in our case. In these channels more
than 23 counts per hour are required, in total ≈ 230 counts (for this estimation the
peak is approximated with a step function and not with the Gaussian function).

The background usually grows much faster when the radioactive material
is measured. Setting at least 1000 counts per hour in the peak for the lowest
detectable limit is a realistic estimation in our case.

The peak efˇciency of the HPGe detector around the energy 500 keV is
around 1% (Subsec. 3.2). If a photon is emitted at every decay of the radioactive
isotope and 1000 counts should be registered during one hour, approximately

2 ·1000 · 1
1%

= 200000 nuclei need to be activated, assuming that τ1/2 = 1 hour∗.

In practice, there are more foils to be measured with the HPGe detector, and
most of them are not measured immediately after the irradiation, but a few decay
periods after it. Usually, one order-of-magnitude higher number of activated
radioisotopes during the irradiation is necessary for the reliable measurement.

For example, at the spallation experiments performed at JINR, B(A) rates
are in orders of 10−6p−1 and proton integrals are 1013. This means that in 1 g
of the material 107 radioisotopes will be produced during the irradiation, what is
easily measured. The activation material is in the form of thin foils with sides
2 × 2 cm and thickness from 50 μm up to 1 mm. The masses of such foils are
0.4Ä6 g.

4.3.1 Small Foils. The foil is supposed to be small, so that the measured
quantity does not change considerably in different parts of the foil. The sim-
ulations of the experiments discussed in [9, 10] showed that the changes in the
neutron 	ux on the cm scale can be as high as 50%. This is much more than
the accuracy of the activation method and foils with the dimensions on the cm
scale cannot be considered as small. The foils on the mm scale are small at such
experiments.

In the simulations the foil dimensions can be implemented and the neutron
	ux can be averaged over the whole place of the foil. That compensates for
the fact that the foils are not small when simulated values are compared with
experimental results. As more foils are usually placed next to each other in
experiments, the measured values can also be interpolated.

4.3.2 Thin Foils. The foils should be thin enough not to disrupt the
measured neutron 	uxes. In general, even 1 mm thick activation foils are thin
enough for MeV neutrons (cross sections for (n, xn) reactions are maximally
in orders of barns), but not for low energy neutrons (cross sections for (n, γ)
reactions are up to thousands of barns).

∗Counts = decays·εP , decays = N0 − N0e
−λτ1/2 =

1

2
N0.
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Fig. 10. Ratio between the production rates for (n, xn) and (n, γ) reactions in the gold foils
with different thicknesses and the production rates in the foils ˇlled with air (no absorption).
The neutron spectrum from Fig. 9 (water bath case) was used in the simulation

The simulation with the neutron spectrum from Fig. 9 (water bath case) di-
rected to the gold activation foils with thicknesses from 10 μm up to 1 mm
was performed. The neutron spectra sampled in the gold foil were folded with
cross sections for (n, xn) and (n, γ) reactions. While in the case of (n, xn) re-
actions the obtained production rate did not change, in the case of (n, γ) reaction
the production rate decreased signiˇcantly with the thickness, see Fig. 10. The
experiment with Au foils wrapped one in another and irradiated at the NPI cy-
clotron (�Re�z) conˇrmed the result of the simulation. Again, the absorption is
taken into account in the simulations if the foil dimensions are properly imple-
mented. For experimental data, the factor for which the production rates are
lower due to absorption can be calculated. This conclusion can be applied also
to other reactions which have similar cross sections to (n, γ), for example (n, f )
reactions.

4.3.3 Transport of Activated Material out of Foil. In the case of very thin
foils, the loss of activated material from the foil can also become signiˇcant and
needs to be discussed. At the (n, xn) reaction, the activated nucleus can obtain
the kinetic energy up to few tens of MeV. Such nuclei can have the range of
few μm in the foil material (calculated with SRIM code [11]), and can move out
of the foil during the irradiation.

The irradiation of the 50 μm gold foil with quasi-monoenergetic neutron
beam of 36 MeV at the NPI cyclotron was performed to study such transport.
The foil was wrapped in thick paper and scotch tape envelope, which should stop
all the escaped radioisotopes. The paper and the foil were measured separately
and the number of the nuclei in the paper was 4 orders of magnitude lower than in
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the foil. The escape of the radioisotopes can therefore be considered as negligible.
In any case, it can be avoided by packaging the foils in envelopes that stop the
escaping fragments.

CONCLUSION

The neutron activation detectors are widely used at the spallation experiments.
They cover a wide energy scale from tens of MeV down to thermal energies. For
their small size they can be applied almost everywhere, and the analysis of the
experimental data is relatively easy. Their disadvantages are the limited accuracy
of the obtained results and several corrections that need to be taken into account.

In this work, a review of the activation detector method is given and some
known facts are being reconsidered in the special case of spallation experiment:
corrections have to be applied if the activation detectors cannot be approximated
as small and thin detectors (attenuation of neutrons in the detector material),
most radioisotopes that are found by the gamma analysis are not produced only
by neutrons but also by other particles resulting from the spallation, etc. With
the help of Monte Carlo simulations it is shown that the main source of the
systematical error during the irradiation is the misplacement of the foils. At most
experiments, the measured quantities depend strongly on the position, and the
detectors should be placed with the millimeter accuracy to obtain accurate results.

After the irradiation of the activation detectors with neutrons, they are ana-
lyzed with the gamma-spectrometry method, which is another source of inaccura-
cies. The calibration of the HPGe detectors is accurate up to a few % (in the best
case 5%). At closer detector to foil distances, one should count with the mis-
placement of the foil, which causes another 2Ä3% inaccuracy as was shown with
simulations. Other numerous corrections are discussed and are well-understood
and controlled, the uncertainties caused by them should not exceed 1Ä2%. With
the uncertainties connected with the ˇtting of gamma peaks, the total accuracy of
the gamma-spectrometry method is slightly below 10%.
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