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<td>to the Description of the Energy Spectra of Biological Liquids</td>
</tr>
</tbody>
</table>

Orthonormal polynomial expansion method (OPEM) is applied to the data obtained by the method of energy spectra to the liquid of the biomass of wheat in the case when herbicides are used. Since the biomass of a biological object contains liquid composed mainly of water, the method of water spectra is applicable to this case as well. For comparison, the similar data obtained from control sample consisting of wheat liquid without the application of herbicides are shown. The total variance OPEM is involved including errors in both dependent and independent variables. Special criteria are used for evaluating the optimal polynomial degree and the number of iterations. The presented numerical results show good agreement with the experimental data. The developed analysis frame is of interest for future analysis in theoretical ecology.

The investigation has been performed at the Laboratory of Information Technologies, JINR.
1. EXPERIMENTAL DATA

The method of liquid spectra uses a liquid drop taken from a particular liquid probe (or liquid on which some treatment was applied) to measure the probe’s state spectrum. For this purpose the drop is placed on a substrate (hostaphan). During the process of evaporation of the drop, one measures at equal time intervals the drop contact angle with the substrate. In this way one gets the following graph. On X-axis one has the contact angle values and on Y-axis — the numbers proportional to the frequency of measurements of the given contact angle lying within a fixed angular interval. Simultaneously with the probe measurement \( F \), one measures a probe of similar but untreated sample (control sample) \( F_0 \), see Fig. 1. The arithmetic difference between the two spectra is called “differential spectrum”, which is independent of external influences on the spectrum of the probe. Various applications of this approach are described in [1–3].

![Fig. 1. Experimental data \( F \) with their errors in both variables and control curve \( F_0 \)](image-url)
One can change the variable on the $X$-axis from angle variable to energy variable, according to Antonov’s transformation given by the formula:

$$F(E) = F(\theta)\sqrt{1 - (1 + bE)^2},$$

where

$$b = I(1 + \cos \theta_0)/\gamma.$$  

Here $I = 5.0310^{18}m^{-2}$ is the density of the liquid molecules, $\gamma$ is the surface tension, $\theta_0$ is the initial contact angle. The graph obtained this way is referred to as energy spectrum of the sample. In these variables the $X$ range of the obtained spectrum contains the value of the liquid hydrogen bond energy. The method of energy spectra is described in some details in [1]. The method is sensitive to discovering external influences on the sample [2].

The method of water spectra is applicable not only to water samples. Since the biomass of a biological object contains biological liquid composed mainly of water, the method of water spectra is applicable to this case as well. In our case we apply the OPEM to energy spectrum of wheat liquid treated with herbicides [3]. The wheat liquid is taken from the plant in its initial period of development.

2. MATHEMATICAL APPROACH

Here one defines new variance at $i$th given point $(E_i, F_i)$ using the expression [4, 5]

$$S_i^2 = \sigma_{F_i}^2 + \left( \frac{\partial F_i}{\partial E_i} \right)^2 \sigma_{E_i}^2,$$

where $\sigma_{F_i}$ and $\sigma_{E_i}$ are the given standard deviations in both variables, $(E_i, F_i)$. In the formula (3) Bevington’s [4] proposal to combine both variable uncertainties and assign them to the dependent variable is used.

2.1. The Generalized OPEM. The basic recurrence for one-dimensional generation of orthonormal polynomials by Forsythe [6] \{${P_i^{(m)}, \; i = 1, 2, \ldots}$\} and their derivatives \{${P_i^{(m)}, \; m = 1, 2, \ldots}$\} in the OPEM is

$$P_{i+1}^{(m)}(E) = \frac{1}{\nu_i}[(E - \mu_{i+1})P_i^{(m)}(E) - (1 - \delta_{0i}) \nu_i P_{i+1}^{(m)}(E) + mP_i^{(m-1)}(E)].$$

The generalization of the Forsythe procedure in the one-dimensional case assumes arbitrary weights at every point, evaluating derivatives ($m > 0$) or integrals ($m < 0$) and normalizing polynomials. Here the normalization coefficient $1/\nu_i$ and the recurrence coefficients $\mu_i, \nu_i$ are given as scalar products of the polynomials in the given data in $M$ points [7]. We developed some features of
our algorithm [8–13]. One can generate $P_i^{(m)}(E)$ recursively. The polynomials satisfy the following orthogonality relations:

$$\sum_{i=1}^{M} w_i P_k^{(0)}(E_i) P_i^{(0)}(E_i) = \delta_{kl}$$

over the discrete point set \{\{E_i, \ i = 1, 2, \ldots M\}\}, where $w_i = 1/(\sigma_{E_i}^2)$ are the corresponding weights. The approximation function $F^{(0)}_{ap}$ and its derivatives $F^{(m)}_{ap}$ are constructed as follows with orthonormal coefficients $a_k$:

$$F^{(m)}_{ap}(E) = \sum_{k=0}^{L} a_k P_k^{(m)}(E). \quad (5)$$

The coefficient matrix in the least square method becomes an identity matrix, and due to orthogonality conditions the coefficients $a_k$ are easily computed by

$$a_k = \sum_{i=1}^{M} F_i w_i P_k^{(m)}(E_i). \quad (6)$$

The approximation function $F_{ap}$ is presented in orthonormal and usual (ordinary) expansion:

$$F_{ap}(E) = \sum_{k=0}^{L} a_k P_k(E) = \sum_{k=0}^{L} c_k E^k. \quad (7)$$

Let us write polynomials in the ordinary basis:

$$P_k = \sum_{j=0}^{k} c_j^{(k)} E^j, \quad k = 0, \ldots, L. \quad (8)$$

Here the superscript in $c_j^{(k)}$ indicates the order of polynomials. Then we have the relation:

$$c_j = \sum_{i=j}^{L} a_i c_j^{(i)}, \quad j = 0, 1, 2, \ldots, L. \quad (9)$$

The knowledge of $a_k$ enables one to calculate $c_k$ with the help of the coefficients $\mu_i, \nu_i$ from formula (5). They are explicitly constructed by recurrence [9,11–13]. We remark that, for the sake of uniformity, all the calculations are carried out for $E$ in $[-1,1]$, i.e., after the input data $E_i$ in the interval $[E_1, E_M]$, $E_1 \leq E_i \leq E_M$ are mapped onto the unit interval $[-1,1]$. The inherited errors in usual coefficients are given by the inherited errors in orthogonal coefficients:

$$\Delta c_j = \left( \sum_{i=j}^{L} (c_j^{(i)})^2 \right)^{1/2} \Delta a_i, \quad j = 0, 1, 2, \ldots, L. \quad (10)$$
And the inherited errors in orthonormal coefficients are expressed by

\[ \Delta a_i = \left[ \sum_{k=1}^{M} F_i^2(E_k)w_k(F_k - F_\text{ap})^2 \right]^{1/2}, \quad i = 0, \ldots, L. \quad (11) \]

It is worth noting the following advantages of the OPEM:

a) It avoids recomputing the coefficients in Eq. (6) for evaluating approximation with higher degree polynomials — the coefficients got at the lower-order polynomials remain unchanged.

b) It avoids the usual matrix inversion to obtain the solution. This shortens the computing time and the memory storage. Case study solutions point to a significant decrease in the number of iterations required to reach a prescribed numerical precision.

The development now is carried out to solve the given approximation task with errors in both variables. Two criteria are used here to select the optimum series length in Eq. (5).

2.1.1. First Criterion. (i) Here one neglects the errors in \( E \) variable, the graph of the fitting curve lies inside the “old” error corridor \([F - \sigma, F + \sigma]\).

(ii) After calculating the derivatives at any point \( E_i \) using Eqs. (4) and (5), the fitting curve has to lie inside the total error corridor \([F - S, F + S]\).

2.1.2. Second Criterion. We extend the above algorithm to include \( S_i^2 \) in the OPEM in two stages:

(i) The following \( \chi^2 \) is minimized:

\[ \chi^2 = \sum_{i=1}^{M} \frac{w_i [F_\text{ap}(E_i) - F(E_i)]^2}{(M - L - 1)}, \]

where the weights are \( w_i = 1/\sigma_i^2 \).

(ii) The next approximation is calculated with the weight function \( w_i = 1/S_i^2 \).

The results of calculations in (i) give the first approximation. The procedure is iterative and the result of the \( k^{\text{th}} \)-th iteration, \( k^{\text{th}} > 1 \), is called below the \( k^{\text{th}} \)-th approximation.

We have to note the third advantage:

(iii) At every iteration step the algorithm chooses automatically the optimal degree using the two criteria of above simultaneously. The preference is given to the first criterion, and when it is satisfied, the search for the minimal chi-squared stops. Based on the above features, the algorithm selects the optimal solution for a given set \( \{E, F\} \).

2.1.3. Criterion for Ordinary Expansion. After evaluating automatically an optimal number of polynomials in orthonormal expansion, we find the best result...
of the usual expansion at every step of iteration by minimization of
\[
\max |E^a_p - E^c_p| = \max_{i=1}^M |F^a_p(E_i) - F^c_p(E_i)|.
\]  
(12)

Now the algorithm is called the total (effective) OPEM.

3. APPROXIMATION RESULTS

The iterations are carried out till the tenth one. The optimal number of polynomials is chosen between 2 and 7. Table 1 shows in every step iteration the optimal degree \(L\) with corresponding \(\chi^2\) and maximal absolute difference between orthonormal and usual approximating values \(\max |E^a_p - E^c_p|\).

In Table 2 and Figs. 2, 3, the best results with the \(L = 6\) and \(k_{it} = 6\) are given. The approximating values in two expansions for \(k_{it} = 6\) and \(L = 6\) are shown explicitly in Table 2.

Table 1. OPEM approximation results for energy spectra with every step approximation

<table>
<thead>
<tr>
<th>(k_{it})</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L(2 \div 7))</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>(\sqrt{\chi^2 \cdot 10^{-1}})</td>
<td>8.68</td>
<td>8.19</td>
<td>7.74</td>
<td>7.59</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td></td>
</tr>
<tr>
<td>(\max</td>
<td>F^a_p - F^c_p</td>
<td>)</td>
<td>24.12</td>
<td>4.4</td>
<td>7.69</td>
<td>6.27</td>
<td>3.58</td>
<td>7.49</td>
<td>9.95</td>
</tr>
</tbody>
</table>

Table 2. Experimental and OPEM approximating values of contact energy spectra

| No. | \(E\) | \(F\) | \(\sigma_E\) | \(\sigma_F\) | \(F^a_p, 6.6\) | \(F^c_p, 6.6\) | \(|F^a_p, 6.6 - F^c_p, 6.6|\) |
|---|---|---|---|---|---|---|---|
| 1 | 0.091 | 1.8 | 0.002 | 1.1 | 2.2681 | 1.5791 | 0.6892 |
| 2 | 0.093 | 2.6 | 0.002 | 1.3 | 2.6079 | 1.7609 | 0.8478 |
| 3 | 0.096 | 2.9 | 0.002 | 1.5 | 2.3735 | 1.3030 | 1.0709 |
| 4 | 0.098 | 3.8 | 0.002 | 1.3 | 3.5273 | 2.6941 | 0.8329 |
| 5 | 0.101 | 5.3 | 0.002 | 1.25 | 6.3619 | 5.6700 | 0.6913 |
| 6 | 0.103 | 5.7 | 0.002 | 1.4 | 10.1895 | 8.8068 | 1.3820 |
| 7 | 0.106 | 13.9 | 0.002 | 1.4 | 13.9053 | 12.3100 | 1.5943 |
| 8 | 0.108 | 17.4 | 0.002 | 1.5 | 16.4263 | 14.4264 | 1.9999 |
| 9 | 0.111 | 19.9 | 0.002 | 2.3 | 17.0048 | 15.6354 | 1.3696 |
| 10 | 0.113 | 11.4 | 0.002 | 2.8 | 15.4168 | 14.4860 | 0.9312 |
| 11 | 0.116 | 9.2 | 0.002 | 1.7 | 12.1598 | 10.7609 | 1.2646 |
| 12 | 0.118 | 5.5 | 0.002 | 1.6 | 7.7174 | 6.7466 | 0.9710 |
| 13 | 0.121 | 3.3 | 0.002 | 1.6 | 3.7186 | 1.4054 | 2.3133 |
| 14 | 0.123 | 2.7 | 0.002 | 1.4 | 1.2793 | 1.0626 | 0.2168 |
| 15 | 0.126 | 1.1 | 0.002 | 0.8 | 1.2377 | -0.4110 | 1.6493 |
| 16 | 0.128 | 1.8 | 0.002 | 0.9 | 3.4573 | -0.1287 | 3.5869 |
| 17 | 0.131 | 7.2 | 0.002 | 1.7 | 6.1386 | 7.8103 | 1.6706 |
| 18 | 0.133 | 2.9 | 0.002 | 1.5 | 5.0068 | 2.0849 | 2.9220 |
In Fig. 2 we present the given data with errors in both variables and the obtained approximated values for $L = 6$ and $k^i = 6$ with orthonormal polynomials. One can see good agreement for curves in more points, following a new corridor $[F - S, F + S]$. And in Fig. 3 we have compared the given curve and two approximated curves by two expansions. The good agreement between the three curves is obvious.

![Fig. 2. Experimental data $F$ with their errors and approximated by sixth degree’s orthonormal coefficients $F_a$ values](image1)

![Fig. 3. Experimental data $F$ with their orthonormal $F_{ap,6,6}$ and usual $F_{ap,6,6}$ expansions](image2)
CONCLUSIONS

• The results given in tables and figures demonstrate the appropriateness of the selection criteria following from orthonormal and ordinary expansion approximation.
• The best accuracy of fitting results from Tables 1 and 2 is got at \( L = 6 \) and \( k^{1}\! \! = 6 \).
• The new fitting curves in both expansions are close enough to each other (see the last column in Table 2).
• The present version of the total OPEM approximation gives good results for further interpretations and comparisons in theoretical ecology.
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