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Abstract. The quantum model of a cluster, consisting of A identical
particles, coupled by the internal pair interactions and affected by the
external field of a target, is considered. A symbolic-numerical algorithm
for generating A−1-dimensional oscillator eigenfunctions, symmetric or
antisymmetric with respect to permutations of A identical particles in
the new symmetrized coordinates, is formulated and implemented using
the MAPLE computer algebra system. Examples of generating the sym-
metrized coordinate representation for A−1 dimensional oscillator func-
tions in one-dimensional Euclidean space are analyzed. The approach is
aimed at solving the problem of tunnelling the clusters, consisting of sev-
eral identical particles, through repulsive potential barriers of a target.

1 Introduction

Quantum harmonic oscillator wave functions have a lot of applications in modern
physics, particularly, as a basis for constructing the wave functions of a quantum
system, consisting of A identical particles, totally symmetric or antisymmetric
with respect to permutations of coordinates of the particles [1]. Various special
methods, algorithms, and programs (see, e.g., [1–9]) were used to construct the
desired solutions in the form of linear combinations of the eigenfunctions of an
A−1-dimensional harmonic oscillator that are totally symmetric (or antisymmet-
ric) with respect to the coordinate permutations. However, the implementation
of this procedure in closed analytical form is still an open problem [10].

A promising approach to the construction of oscillator basis functions for
four identical particles was proposed in [2–4]. It was demonstrated that a clear
algorithm for generating symmetric (S) and antisymmetric (A) states can be
obtained using the symmetrized coordinates instead of the conventional Jacobi
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coordinates. However, until now this approach was not generalized for a quantum
system comprising an arbitrary number A of identical particles.

We intend to develop this approach in order to describe the tunnelling of
clusters, consisting of several coupled identical particles, through repulsive po-
tential barriers of a target. Previously this problem was solved only for a pair
of coupled particles [11, 12]. The developed approach will be also applicable to
the microscopic study of tetrahedral- and octahedral-symmetric nuclei [13] that
can be considered in the basis of seven-dimensional harmonic oscillator eigen-
functions [14]. The aim of this paper is to present a convenient formulation of
the problem stated above and the calculation methods, algorithms, and programs
for solving it.

In this paper, we consider the quantum model of a cluster, consisting of A
identical particles with the internal pair interactions, under the influence of the
external field of a target. We assume that the spin part of the wave function is
known, so that only the spatial part of the wave function is to be considered,
which can be either symmetric or antisymmetric with respect to a permutation
of A identical particles [15–17]. The initial problem is reduced to the problem
for a composite system whose internal degrees of freedom describe an (A −
1) × d-dimensional oscillator, and the external degrees of freedom describe the
center-of-mass motion of A particles in the d-dimensional Euclidean space. For
simplicity, we restrict our consideration to the so-called s-wave approximation
[11] corresponding to one-dimensional Euclidean space (d = 1). It is shown that
the reduction is provided by using appropriately chosen symmetrized coordinates
rather than the conventional Jacoby coordinates.

The main goal of introducing the symmetrized coordinates is to provide the
invariance of the Hamiltonian with respect to permutations of A identical par-
ticles. This allows construction not only of basis functions, symmetric or anti-
symmetric under permutations of A − 1 relative coordinates, but also of basis
functions, symmetric (S) or antisymmetric (A) under permutations of A Carte-
sian coordinates of the initial particles. We refer the expansion of the solution in
the basis of such type as the Symmetrized Coordinate Representation (SCR).

The paper is organized as follows. In Section 2, we present the statement of
the problem in the conventional Jacobi and the symmetrized coordinates. In
Section 3, we introduce the SCR of the solution of the considered problem and
describe the appropriate algorithm implemented using the MAPLE computer
algebra system. In Section 4, we analyze some examples of generating the sym-
metrized coordinate representation for A− 1-dimensional oscillator functions in
one-dimensional Euclidean space. In Conclusion, we summarize the results and
discuss briefly the prospects of application of the developed approach.

2 Problem Statement

Consider the system of A identical quantum particles with the mass m and
the set of Cartesian coordinates xi ∈ Rd in the d-dimensional Euclidean space,
considered as the vector x̃ = (x̃1, ..., x̃A) ∈ RA×d in the A × d-dimensional
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configuration space. The particles are coupled by the pair potential Ṽ pair(x̃ij)
depending on the relative positions, x̃ij = x̃i − x̃j , similar to that of a harmonic

oscillator Ṽ hosc(x̃ij) = mω2

2 (x̃ij)
2 with the frequency ω. The whole system is

subject to the influence of the potentials Ṽ (x̃i) describing the external field of a
target. The system is described by the Schrödinger equation

⎡
⎣− h̄2

2m

A∑
i=1

∂2

∂x̃2
i

+

A∑
i,j=1;i<j

Ṽ pair(x̃ij)+

A∑
i=1

Ṽ (x̃i)−Ẽ

⎤
⎦ Ψ̃(x̃)=0,

where Ẽ is the total energy of the system of A particles and P̃ 2 = 2mẼ/h̄2, P̃ is
the total momentum of the system, and h̄ is Planck constant. Using the oscillator

units xosc =
√
h̄/(mω

√
A), posc =

√
(mω

√
A)/h̄ = x−1

osc, and Eosc = h̄ω
√
A/2 to

introduce the dimensionless coordinates xi = x̃i/xosc, xij = x̃ij/xosc = xi − xj ,

E = Ẽ/Eosc = P 2, P = P̃ /posc = P̃ xosc, V
pair(xij) = Ṽ pair(xijxosc)/Eosc,

V hosc(xij) = Ṽ hosc(xijxosc)/Eosc = 1
A (xij)

2 and V (xi) = Ṽ (xixosc)/Eosc, one
can rewrite the above equation in the form

⎡
⎣−

A∑
i=1

∂2

∂x2
i

+

A∑
i,j=1;i<j

1

A
(xij)

2+

A∑
i,j=1;i<j

Upair(xij)+

A∑
i=1

V (xi)−E

⎤
⎦Ψ(x)=0, (1)

where Upair(xij) = V pair(xij)−V hosc(xij), i.e., if V
pair(xij) = V hosc(xij), then

Upair(xij) = 0.
Our goal is to find the solutions Ψ(x1, ..., xA) of Eq. (1), totally symmetric

(or antisymmetric) with respect to the permutations of A particles that belong
to the permutation group Sn [16]. The permutation of particles is nothing but a
permutation of the Cartesian coordinates xi ↔ xj , i, j = 1, ..., A. First we intro-
duce the Jacobi coordinates, y = Jx, following one of the possible definitions:

y0 =
1√
A

(
A∑

t=1

xt

)
, ys =

1√
s(s+ 1)

(
s∑

t=1

xt − sxs+1

)
, s = 1,..., A− 1. (2)

In the matrix form Eqs. (2) read as

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y0
y1
y2
y3
...

yA−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

= J

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2

x3

...
xA−1

xA

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, J =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1/
√
A 1/

√
A 1/

√
A 1/

√
A · · · 1/

√
A

1/
√

2 −1/
√

2 0 0 · · · 0

1/
√

6 1/
√

6 −2/
√

6 0 · · · 0

1/
√

12 1/
√

12 1/
√

12 −3/
√

12 · · · 0
...

...
...

...
. . .

...
1√

A2−A

1√
A2−A

1√
A2−A

1√
A2−A

· · · − A−1√
A2−A

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

The inverse coordinate transformation x = J−1y is implemented using the trans-
posed matrix J−1 = JT , i.e., J is an orthogonal matrix with pairs of complex
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conjugate eigenvalues, the absolute values of which are equal to one. The Jacobi
coordinates have the property

∑A−1
i=0 (yi · yi) =

∑A
i=1(xi · xi) = r2. Therefore,

A∑
i,j=1

(xij)
2 = 2A

A−1∑
i=0

(yi)
2 − 2(

A∑
i=1

xi)
2 = 2A

A−1∑
i=1

(yi)
2,

so that Eq. (1) takes the form

[
− ∂2

∂y20
+

A−1∑
i=1

(
− ∂2

∂y2i
+ (yi)

2

)
+ U(y0, ..., yA−1)− E

]
Ψ(y0, ..., yA−1) = 0,

U(y0, ..., yA−1) =

A∑
i,j=1;i<j

Upair(xij(y1, ..., yA−1)) +

A∑
i=1

V (xi(y0, ..., yA−1)),

which, as follows from Eq. (2), is not invariant with respect to permutations
yi ↔ yj at i, j = 1, ..., A− 1.

Symmetrized Coordinates

The transformation from the Cartesian coordinates to one of the possible choices
of the symmetrized ones ξi has the form, ξ = Cx and x = Cξ:

ξ0 =
1√
A

(
A∑
t=1

xt

)
, ξs =

1√
A

(
x1 +

A∑
t=2

a0xt +
√
Axs+1

)
, s = 1, ..., A− 1,

x1 =
1√
A

(
A−1∑
t=0

ξt

)
, xs =

1√
A

(
ξ0 +

A−1∑
t=1

a0ξt +
√
Aξs−1

)
, s = 2, ..., A,

or, in the matrix form,

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ξ0
ξ1
ξ2
...

ξA−2

ξA−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

= C

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2

x3

...
xA−1

xA

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, C =
1√
A

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 · · · 1 1
1 a1 a0 a0 · · · a0 a0
1 a0 a1 a0 · · · a0 a0
1 a0 a0 a1 · · · a0 a0
...

...
...

...
. . .

...
...

1 a0 a0 a0 · · · a1 a0
1 a0 a0 a0 · · · a0 a1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (3)

where a0 = 1/(1−√
A) < 0, a1 = a0 +

√
A. The inverse coordinate transforma-

tion is performed using the same matrix C−1 = C, C2 = I, i. e., C = CT is a
symmetric orthogonal matrix with the eigenvalues λ1 = −1, λ2 = 1, ..., λA = 1
and detC = −1. For A = 2, the symmetrized variables (3) are within normaliza-
tion factors similar to the symmetrized Jacobi coordinates (2) considered in [9],
while at A = 4 they correspond to another choice of symmetrized coordinates
(ẍ4, ẍ1, ẍ2, ẍ3)

T = C(x4, x1, x2, x3)
T considered in [2–4] and mentioned earlier
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in [5, 18]. We could not find a general definition of symmetrized coordinates for
A-identical particles like (3) in the available literature, so we believe that in the
present paper it is introduced for the first time. With the relations a1−a0 =

√
A,

a0−1 = a0
√
A taken into into account, the relative coordinates xij ≡ xi−xj of a

pair of particles i and j are expressed in terms of the internal A−1 symmetrized
coordinates only:

xij ≡ xi − xj = ξi−1 − ξj−1 ≡ ξi−1,j−1,

xi1 ≡ xi − x1 = ξi−1 + a0

A−1∑
i′=1

ξi′ , i, j = 2, ..., A. (4)

So, if only the absolute values of xij are to be considered, then there are (A −
1)(A − 2)/2 old relative coordinates transformed into new relative ones and
A− 1 old relative coordinates expressed in terms of A− 1 internal symmetrized
coordinates. These important relations essentially simplify the procedures of
symmetrization (or antisymmetrization) of the oscillator basis functions and
the calculations of the corresponding pair-interaction integrals V pair(xij). The
symmetrized coordinates are related to the Jacobi ones as y = Bξ, B = JC:

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

y0
y1
y2
...

yA−2

yA−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

= B

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ξ0
ξ1
ξ2
...

ξA−2

ξA−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 · · · 0 0
0 b01 b−1 b−1 b−1 · · · b−1 b−1
0 b+2 b02 b−2 b−2 · · · b−2 b−2
0 b+3 b+3 b03 b−3 · · · b−3 b−3
0 b+4 b+4 b+4 b04 · · · b−4 b−4
...

...
...

...
...

. . .
...

...
0 b+A−1 b+A−1 b+A−1 b+A−1 · · · b+A−1 b0A−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,(5)

where b+s = 1/((
√
A − 1)

√
s(s+ 1)), b−s =

√
A/((

√
A− 1)

√
s(s+ 1)), and b0s =

(1 + s − s
√
A)/((

√
A − 1)

√
s(s+ 1)). One can see that for the center of mass

the symmetrized and Jacobi coordinates are equal, y0 = ξ0, while the relative
coordinates are related via the (A − 1) × (A − 1) matrix M with the elements
Mij = Bi+1,j+1 and detM = (−1)A×d, i.e., the matrix, obtained by cancelling
the first row and the first column. The inverse transformation ξ = B−1y is given
by the matrix B−1 = (JC)−1 = CJT = BT , i.e., B is also an orthogonal matrix.

In the symmetrized coordinates Eq. (1) takes the form

[
− ∂2

∂ξ20
+

A−1∑
i=1

(
− ∂2

∂ξ2i
+ (ξi)

2

)
+ U(ξ0, ..., ξA−1)− E

]
Ψ(ξ0, ..., ξA−1) = 0, (6)

U(ξ0, ..., ξA−1) =

A∑
i,j=1;i<j

Upair(xij(ξ1, ..., ξA−1)) +

A∑
i=1

V (xi(ξ0, ..., ξA−1)),

which is invariant under permutations ξi ↔ ξj at i, j = 1, ..., A − 1, as follows
from Eq. (3), i.e., the invariance of Eq. (1) under permutations xi ↔ xj at
i, j = 1, ..., A survives.
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Table 1. The first few eigenvalues ES
j and the oscillator S-eigenfunctions (13)

at ES
j − ES

1 ≤ 10, ES
1 = A − 1. We use the notations |[i1, i2, ..., iA−1]〉 ≡

Φs
[i1,i2,...,iA−1]

(ξ1, ..., ξA−1) from Eqs. (8) and (10), i.e., [i1, i2, ..., iA−1] assumes the

summation over permutations of [i1, i2, ..., iA−1] in the layer 2
∑A−1

k=1 ik +A−1 = E
s(a)
i .

A=2 A=3 A=4 ES
j −ES

1

j ΦS
j (ξ1) j ΦS

j (ξ1, ξ2) j ΦS
j (ξ1, ξ2, ξ3)

1 |[0]〉 1 |[0, 0]〉 1 |[0, 0, 0]〉 0

2 |[2]〉 2 |[0, 2]〉 2 |[0, 0, 2]〉 4

3 1
2
|[0, 3]〉 −

√
3

2
|[1, 2]〉 3 |[1, 1, 1]〉 6

3 |[4]〉 4
√

3
2
|[0, 4]〉 + 1

2
|[2, 2]〉 4 |[0, 0, 4]〉 8

5 |[0, 2, 2]〉 8

5
√

5
4
|[0, 5]〉 − 3

4
|[1, 4]〉 −

√
2

4
|[2, 3]〉 6 |[1, 1, 3]〉 10

Table 2. The first few eigenvalues EA
j and the oscillator A-eigenfunctions (13)

at EA
j − EA

1 ≤ 10, EA
1 = A2 − 1. We use the notations |[i1, i2, ..., iA−1]〉 ≡

Φa
[i1,i2,...,iA−1]

(ξ1, ..., ξA−1) from Eq. (11), i.e., [i1, i2, ..., iA−1] assumes the summation

over the multiset permutations of [i1, i2, ..., iA−1] in the layer 2
∑A−1

k=1 ik+A−1 = E
s(a)
i .

A = 2, EA
1 = 3 A = 3, EA

1 = 8 A = 4, EA
1 = 15 EA

j − EA
1

j ΦA
j (ξ1) j ΦA

j (ξ1, ξ2) j ΦA
j (ξ1, ξ2, ξ3)

1 |[1]〉 1 1
2
|[0, 3]〉 +

√
3

2
|[1, 2]〉 1 |[0, 2, 4]〉 0

2 |[3]〉 2
√

5
4
|[0, 5]〉+ 3

4
|[1, 4]〉−

√
2

4
|[2, 3]〉 2 |[0, 2, 6]〉 4

3 1
4
|[0, 6]〉 −

√
15
4

|[2, 4]〉 3 |[1, 3, 5]〉 6

3 |[5]〉 4
√
21
8

|[0, 7]〉 + 3
√

3
8

|[1, 6]〉 4 |[0, 4, 6]〉 8

− 1
8
|[2, 5]〉 +

√
5

8
|[3, 4]〉 5 |[0, 2, 8]〉 8

5
√

2
4
|[0, 8]〉 −

√
14
4

|[2, 6]〉 6 |[1, 3, 7]〉 10

3 The SCR Algorithm: Symmetrized Coordinate
Representation

For simplicity, consider the solutions of Eq. (6) in the internal symmetrized
coordinates {ξ1, ..., ξA−1} ∈ RA−1, xi ∈ R1, in the case of 1D Euclidean space
(d = 1). The relevant equation describes an (A − 1)-dimensional oscillator with
the eigenfunctions Φj(ξ1, ..., ξA−1) and the energy eigenvalues Ej :

[
A−1∑
i=1

(
− ∂2

∂ξ2i
+(ξi)

2

)
−Ej

]
Φj(ξ1, ..., ξA−1)=0, Ej = 2

A−1∑
k=1

ik+A−1, (7)
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where the numbers ik, k = 1, ..., A− 1 are integer, ik = 0, 1, 2, 3, .... The eigen-
functions Φj(ξ1, ..., ξA−1) can be expressed in terms of the conventional eigen-
functions of individual 1D oscillators as

Φj(ξ1, ..., ξA−1) =
∑

2
A−1∑

k=1

ik+A−1=Ej

βj[i1,i2,...,iA−1]Φ̄[i1,i2,...,iA−1](ξ1, ..., ξA−1),(8)

Φ̄[i1,i2,...,iA−1](ξ1, ..., ξA−1) =

A−1∏
k=1

Φ̄ik(ξk), Φ̄ik(ξk) =
exp(−ξ2k/2)Hik(ξk)

4
√
π
√
2ik

√
ik!

,

where Hik(ξk) are Hermite polynomials [19]. Generally the energy level Ef =

2f + A− 1, f =
∑A−1

k=1 ik, of an (A − 1)-dimensional oscillator is known [20] to
possess the degeneracy multiplicity p = (A + f − 2)!/f !/(A − 2)! with respect
to the conventional oscillator eigenfunctions Φ̄[i1,i2,...,iA−1](ξ1, ..., ξA−1). This de-
generacy allows further symmetrization by choosing the appropriate coefficients

β
(j)
[i1,i2,...,iA−1]

. Degeneracy multiplicity p of all states with the given energy Ej

defined by formula

p =
∑

2
∑A−1

k=1 ik+A−1=Ej

Nβ , Nβ = (A− 1)!/

Nυ∏
k=1

υk!, (9)

where Nβ is the number of multiset permutations (m.p.) of [i1, i2, ..., iA−1], and
Nυ ≤ A − 1 is the number of different values ik in the multiset [i1, i2, ..., iA−1],
and υk is the number of repetitions of the given value ik.
Step 1. Symmetrization with respect to permutation of A−1 particles
For the states Φs

j(ξ1, ..., ξA−1) ≡ Φs
[i1,i2,...,iA−1]

(ξ1, ..., ξA−1), symmetric with re-

spect to permutation of A − 1 particles i = [i1, i2, ..., iA−1], the coefficients
βi[i′1,i

′
2,...,i

′
A−1]

in Eq. (8) are

βi[i′1,i
′
2,...,i

′
A−1]

=

{
1√
Nβ

, if [i′1, i′2, ..., i′A−1] is a m. p. of [i1, i2, ..., iA−1],

0, otherwise.
(10)

The states Φa
j (ξ1, ..., ξA−1) ≡ Φa

[i1,i2,...,iA−1]
(ξ1, ..., ξA−1), antisymmetric with

respect to permutation of A− 1 particles are constructed in a conventional way

Φa
j (ξ1, ..., ξA−1) =

1√
(A− 1)!

∣∣∣∣∣∣∣∣∣

Φ̄i1(ξ1) Φ̄i2 (ξ1) · · · Φ̄iA−1 (ξ1)
Φ̄i1(ξ2) Φ̄i2 (ξ2) · · · Φ̄iA−1 (ξ2)

...
...

. . .
...

Φ̄i1(ξA−1) Φ̄i2(ξA−1) · · · Φ̄iA−1 (ξA−1)

∣∣∣∣∣∣∣∣∣
, (11)

i.e., the coefficients β
(i)
[i′1,i

′
2,...,i

′
A−1]

in (8) are expressed as

β
(i)
[i′1,i

′
2,...,i

′
A−1]

= εi′1,i′2,...,i′A−1
/
√
(A− 1)!,

where εi′1,i′2,...,i′A−1
is a totally antisymmetric tensor. This tensor is defined as

follows: εi′1,i′2,...,i′A−1
= +1(−1), if i′1, i

′
2, ..., i

′
A−1 is an even (odd) permutation of
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1              23 

 

                    1  

Fig. 1. Profiles of the first eight oscillator S-eigenfunctions ΦS
[i1,i2]

(ξ1, ξ2), at A =
3 in the coordinate frame (ξ1, ξ2). The lines correspond to pair collision x2 = x3,
x1 = x2 and x1 = x3 of the projection (x1, x2, x3) → (ξ1, ξ2), marked only in the left
upper panel with ‘23’, ‘12’, and ‘13’, respectively. The additional lines are nodes of the
eigenfunctions ΦS

[i1,i2]
(ξ1, ξ2).

the numbers i1 < i2 < ... < iA−1, and εi′1,i′2,...,i′A−1
= 0 otherwise, i.e., when some

two numbers in the set i′1, i′2, ..., i′A−1 are equal. Therefore, for antisymmetric
states the numbers ik in Eq. (7) take the integer values ik = k − 1, k, k + 1, ...,
k = 1, ..., A− 1.

Here and below s and a are used for the functions, symmetric (antisymmetric)
under permutations of A − 1 relative coordinates, constructed at the first step
of the procedure. On the contrary, S and A are used for the functions, symmet-
ric (asymmetric) under permutations of A initial Cartesian coordinates. This is
actually the symmetry with respect to permutation of identical particles them-
selves; in this sense, S and A states may be attributed to boson- and fermion-like
particles. However, we prefer to use the S (A) notation as more rigorous.
Step 2. Symmetrization with respect to permutation of A particles
For A = 2, the symmetrized coordinate ξ1 corresponds to the difference x2−x1 of
Cartesian coordinates, so that a function even (odd) with respect to ξ1 appears to
be symmetric (antisymmetric) with respect to the permutation of two particles
x2 ↔ x1. Hence, even (odd) eigenfunctions with corresponding eigenvalues Es

j =
2(2n) + 1 (Ea

j = 2(2n+ 1) + 1) describe S (A) solutions.
For A ≥ 3, the functions, symmetric (antisymmetric) with respect to permu-

tations of Cartesian coordinates xi+1 ↔ xj+1, i, j = 0, ..., A− 1:

ΦS(A)(..., xi+1, ..., xj+1, ...) ≡ ΦS(A)(ξ1(x1, ..., xA), ..., ξA−1(x1, ..., xA))

= ±ΦS(A)(..., xj+1, ..., xi+1, ...)
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Fig. 2. The same as in Fig. 1, but for the first eight oscillator A-eigenfunctions
ΦA

[i1,i2]
(ξ1, ξ2), at A = 3

become symmetric (antisymmetric) with respect to permutations of symmetrized
coordinates ξi ↔ ξj , i, j = 1, ..., A− 1:

ΦS(A)(..., ξi, ..., ξj , ...) = ±ΦS(A)(..., ξj , ..., ξi, ...),

as follows from Eq. (4). However, the converse statement is not valid,

Φs(a)(..., ξi, ..., ξj , ...) = ±Φs(a)(..., ξj , ..., ξi, ...)

�⇒ Φs(a)(x1, ..., xi+1, ...) = ±Φs(a)(xi+1, ..., x1, ...),

because we deal with a projection map

(ξ1, ..., ξA−1)
T = Ĉ(x1, ..., xA)

T , (12)

which is implemented by the (A− 1)× (A) matrix Ĉ with the matrix elements
Ĉij = Ci+1,j , obtained from (3) by cancelling the first row. Hence, the func-
tions, symmetric (antisymmetric) with respect to permutations of symmetrized
coordinates, are divided into two types, namely, the S (A) solutions, symmetric
(antisymmetric) with respect to permutations x1 ↔ xj+1 at j = 1, ..., A− 1:

ΦS(A)(x1, ..., xj+1, ...) = ±ΦS(A)(xj+1, ..., x1, ...)

and the other s (a) solutions, Φs(a)(x1, ..., xi+1, ...) �= ±Φs(a)(xi+1, ..., x1, ...),
which should be eliminated. These requirements are equivalent to only one per-
mutation x1 ↔ x2, as follows from (4), which simplifies their practical imple-
mentation. With these requirements taken into account in the Gram–Schmidt
process, implemented in the symbolic algorithm SCR, we obtained the required
characteristics of S and A eigenfunctions,

Φ
S(A)
i (ξ1, ..., ξA−1) =

∑

2
∑A−1

k=1 ik+A−1=E
s(a)
i

α
S(A)
i[i1,i2,...,iA−1]

Φ
s(a)
[i1,i2,...,iA−1]

(ξ1, ..., ξA−1).(13)
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The algorithm SCR:

Input:
A is the number of identical particles;
imax is defined by the maximal value of the energy Eimax ;
(ξ1, ..., ξA−1) and (x1, ..., xA) are the symmetrized and the Cartesian coordinates;

Output:

Φ
S(A)
i (ξ1, ..., ξA−1) and Φ

S(A)
i (x1, ..., xA) are the total symmetric (antisymmet-

ric) functions (13) in the above coordinates connected by (12);

Local:
E

s(a)
i ≡ E

S(A)
i = 2

∑A−1
k=1 ik + A− 1 is the (i+ 1)th eigenenergy;

imin = 0 for the symmetric and imin = (A− 1)2 for the antisymmetric case;

Φj ≡ Φ
s(a)
[i1,i2,...,iA−1]

(ξ1, ..., ξA−1) and Φj ≡ Φ
s(a)
[i1,i2,...,iA−1]

(x1, ..., xA) are the func-

tions, symmetric (antisymmetric) with respect to A− 1 Cartesian coordinates;
ps(a) ≡ pi;s(a) and pS(A) ≡ pi;S(A) are the degeneracy factors of the energy levels

E
s(a)
i and E

S(A)
i for s(a) and S(A) functions, respectively;

pi;min (pi;max) and Pi;min (Pi;max) are the lowest (highest) numbers of s(a) and

S(A) functions, belonging to the energy levels E
s(a)
i and E

S(A)
i , respectively;

{ᾱj} and {αS(A)
pj } are the sets of intermediate and desired coefficients;

1.1 j := 0;
for i from imin to imax do;
1.2: pi;min := j + 1;

1.3: for each sorted i1, i2, ..., iA−1, 2
∑A−1

k=1 ik +A− 1 = E
s(a)
i do

j := j + 1;
construction Φj(ξ1, ..., ξA−1) = Φs

j(ξ1, ..., ξA−1) from (8), (10)
or Φj(ξ1, ..., ξA−1) = Φa

j (ξ1, ..., ξA−1) from (11)
Φj(x1, ..., xA) =subs((ξ1, ..., ξA−1) → (x1, ..., xA), Φj(ξ1, ..., ξA−1));

end for
1.4: pi;max := j; pi;s(a) = pi;max − pi;min + 1;
end for

2.1.:Pmin = 1;
for i from imin to imax do
2.2.:Pi;min = Pmin;
2.3.:Φ(ξ1, ..., ξA−1) =

∑pi;max

j=pi;min
ᾱjΦj(ξ1, ..., ξA−1);

Φ(x1, ..., xA) =
∑pi;max

j=pi;min
ᾱjΦj(x1, ..., xA);

2.4.: Φ(x2, x1, ..., xA) :=change(x1 ↔ x2, Φ(x1, x2, ..., xA)));
2.5.: Φ(x2, x1, ..., xA)∓ Φ(x1, x2, ..., xA) = 0,

→ (ᾱpj , j = pi;min, ..., pi;max, p = 1, ..., pi;S(A)) ;
2.6.:Pi;max = Pi;min − 1 + pi;S(A);
2.7.: Gram–Schmidt procedure for Φ(ξ1, ..., ξA−1) →

Φ
S(A)
p (x1, x2, ..., xA) =

∑pi;max

j=pi;min
α
S(A)
pj Φj(x1, x2, ..., xA);

Φ
S(A)
p (ξ1, ..., ξA−1) =

∑pi;max

j=pi;min
α
S(A)
pj Φj(ξ1, ..., ξA−1),

at p = Pi;min, ..., Pi;max;
end for
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Fig. 3. Upper panel: Profiles of the oscillator S-eigenfunctions ΦS
[1,1,1](ξ1, ξ2, ξ3),

ΦS
[0,0,4](ξ1, ξ2, ξ3) and A-eigenfunction ΦA

[0,2,4](ξ1, ξ2, ξ3), at A = 4 (left, middle, and
right panels, respectively). Some maxima and minima positions of these functions
are connected by black and gray lines and duplicated in lower panels: two tetrahe-
drons forming a stella octangula for ΦS

[1,1,1](ξ1, ξ2, ξ3), a cube and an octahedron for

ΦS
[0,0,4](ξ1, ξ2, ξ3), and a polyhedron with 20 triangle faces (only 8 of them being equi-

lateral triangles) for ΦA
[0,2,4](ξ1, ξ2, ξ3).

4 Examples of the SCR Generation

The SCR algorithm was implemented in MAPLE 14 on Intel Core i5 CPU 660
3.33GHz, 4GB 64 bit, to generate first 11 symmetric (antisymmetric) functions
up to ΔEj = 12 at A = 6 with CPU time 10 seconds (600 seconds), that together
with a number of functions in dependence of number of particles given in Table
3 demonstrates efficiency and complexity of the algorithm.

The examples of generated total symmetric and antisymmetric (A − 1)-
dimensional oscillator functions are presented in Tables 1 and 2. Note that for
A = 4, the first four states from Table 1 are similar to those of the translation-
invariant model without excitation of the center-of-mass variable [3].

As an example, in Figs. 1 and 2 we show isolines of the first eight S and
A oscillator eigenfunctions ΦS

[i1,i2]
(ξ1, ξ2) and ΦA

[i1,i2]
(ξ1, ξ2) for A = 3, calcu-

lated at the second step of the algorithm. One can see that the S (A) oscillator
eigenfunctions are symmetric (antisymmetric) with respect to reflections from
three straight lines. The first line (labelled ‘23’) corresponds to the permutation
(x2, x3) and is rotated by π/4 counterclockwise with respect to the axis ξ1. The
second and the third lines (labelled ‘12’ and ‘13’) correspond to the permuta-
tions (x1, x2) and (x1, x3) and are rotated by π/3 clockwise and counterclockwise
with respect to the first line. These lines divide the plane into six sectors, while
the symmetric (antisymmetric) oscillator eigenfunctions, calculated at the first
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Table 3. The degeneracy multiplicities p from (9), ps = pa and pS = pA of s-, a-, S-,
and A-eigenfunctions of the oscillator energy levels ΔEj = E•

j − E•
1 , • = ∅, s, a, S,A

A=3 A=4 A=5 A=6 ΔEj

p ps, pa pS, pA p ps, pa pS, pA p ps, pa pS, pA p ps, pa pS, pA
1 1 1 1 1 1 1 1 1 1 1 1 0
2 1 0 3 1 0 4 1 0 5 1 0 2
3 2 1 6 2 1 10 2 1 15 2 1 4
4 2 1 10 3 1 20 3 1 35 3 1 6
5 3 1 15 4 2 35 5 2 70 5 2 8
6 3 1 21 5 1 56 6 2 126 7 2 10
7 4 2 28 7 3 84 9 3 210 10 4 12

step of the algorithm, which are symmetric (or antisymmetric) with respect to
reflections from the first line, generate the division of the plane into two parts.
This illustrates the isomorphism between the symmetry group of an equilateral
triangle D3 in R2 and the 3-body permutation group S3 (A = 3).

Figure 3 shows examples of profiles of S and A oscillator eigenfunctions forA =
4. Note that four maxima (black) and four minima (grey) of the S eigenfunction
ΦS
[1,1,1](ξ1, ξ2, ξ3) are positioned at the vertices of two tetrahedrons forming a

stella octangula, with the edges shown by black and grey lines, respectively.
Eight maxima and six outer minima for S eigenfunction ΦS

[0,0,4](ξ1, ξ2, ξ3) are
positioned at the vertices of a cube and an octahedron, the edges of which are
shown by black and grey lines, respectively. The positions of twelve maxima of
the A oscillator eigenfunction, ΦA

[0,2,4](ξ1, ξ2, ξ3) coincide with the vertices of a

polyhedron with 20 triangle faces (only 8 of them being equilateral triangles)
and 30 edges, 6 of them having the length 2.25 and the other having the length
2.66. The above shapes of eigenfunctions illustrate the isomorphism between the
tetrahedron group Td in R3 and the 4-particle permutation group S4 (A = 4),
discussed in [2] in the case of d = 3.

The degeneracy multiplicity (9), i.e., number p of all states with the given
energy Ej of low part of spectra, the numbers ps (pa) of the states, symmetric
(antisymmetric) under permutations of A− 1 relative coordinates together with
the total numbers pS (pA) of the states, symmetric (antisymmetric) under per-
mutations of A initial Cartesian coordinates are summarized in Table 3. Note
that the S and A states with E′ = ES,A

1 + 2 do not exist. The numbers ps (pa)
are essentially smaller than the total number p of all states, which simplifies the
procedure of constructing S (A) states with possible excitation of the center-of-
mass degree of freedom and allows the use of a compact basis with the reduced
degeneracy pS (pA) of the S (A) states in our final calculations. For clarity, in
the case A = 3, d = 1, the S(A)-type functions generated by the SCR algorithm,
in polar coordinates ξ1 = ρ cosϕ, ξ2 = ρ sinϕ are expressed as:

Φ
S(A)
k,m (ρ, ϕ) = Ckm(ρ2)3m/2 exp(−ρ2/2)L3m

k (ρ2) cossin (3m(ϕ+ π/12)),

where Ckm is the normalization constant, L3m
k (ρ2) are the Laguerre polynomials

[19], k = 0, 1, ..., m = 0, 1, ... for S states, while m = 1, 2, ... for A states, that are
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classified by irr of the D3m-symmetry group. The corresponding energy levels

E
S(A)
k,m = 2(2k+3m+1) = E

s(a)
[i1,i2]

= 2(i1+i2+1) have the degeneracy multiplicity

K+1, if the energy E
S(A)
k,m −E

S(A)
1 = 12K+K ′, where K ′ = 0, 4, 6, 8, 10, 14. For

example, in Figs. 1 and 2 we show the wave functions ΦS
3,0(ρ, ϕ) and ΦS

0,2(ρ, ϕ)

(or ΦA
3,1(ρ, ϕ) and ΦA

0,3(ρ, ϕ)) labelled with 6 and 7, corresponding to the energy

levels E
S(A)
k,m − E

S(A)
1 = 12 with the degeneracy K = 2, while the functions

labelled with 1, 2, 3, 4, 5, 8 are nondegenerate (K = 1). So, the eigenfunctions of
the A-identical particle system in one dimension are degenerate in accordance
with [21], and this result disagrees with nondegenerate ansatz solutions [10].

5 Conclusion

We considered a model of A identical particles bound by the oscillator-type
potential under the influence of the external field of a target in the new sym-
metrized coordinates. The constructive SCR algorithm of symmetrizing or an-
tisymmetrizing the A − 1-dimensional harmonic oscillator basis functions with
respect to permutations of A identical particles was described. One can see that
the transformations of (A − 1)-dimensional oscillator basis functions from the
symmetrized coordinates to the Jacobi coordinates, reducible to permutations
of coordinates and (A − 1)-dimensional finite rotation (5), are implemented by
means of the (A − 1)-dimensional oscillator Wigner functions [23]. Typical ex-
amples were analyzed, and a correspondence between the representations of the
symmetry groupsD3 and Td for A = 3 and A = 4 shapes is displayed. It is shown
that one can use the presented SCR algorithm, implemented using the MAPLE
computer algebra system, to construct the basis functions in the closed analytical
form. However, for practical calculations of matrix elements between the basis
states, belonging to the lower part of the spectrum, this is not necessary. The
application of the developed approach and algorithm for solving the problem
of tunnelling clusters through barrier potentials of a target is considered in our
forthcoming paper [22]. The proposed approach can be adapted to the analysis of
tetrahedral-symmetric nuclei, quantum diffusion of molecules and micro-clusters
through surfaces, and the fragmentation in producing neutron-rich light nuclei.

The authors thank Professor V.P. Gerdt for collaboration. The work was sup-
ported partially by grants 13-602-02 JINR, 11-01-00523 and 13-01-00668 RFBR
and the Bogoliubov-Infeld program.
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