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Abstract
A Kantorovich approach is used to solve for the eigenvalue and the scattering
properties associated with a multi-dimensional Schrödinger equation. It is
developed within the framework of a conventional finite element representation
of solutions over a hyperspherical coordinate space. Convergence and
efficiency of the proposed schemes are demonstrated in the case of an exactly
solvable ‘benchmark’ model of three identical particles on a line, with zero-
range attractive pair potentials and below the three-body threshold. In this
model all the ‘effective’ potentials, and ‘coupling matrix elements’, of the set
of resulting close-coupling radial equations, are calculated using analytical
formulae. Variational formulations are developed for both the bound-state
energy and the elastic scattering problem. The corresponding numerical
schemes are devised using a finite element method of high order accuracy.

1. Introduction

One of the most popular and widely used approaches for solving the quantum-mechanical
three-body problem, with pair Coulomb and short-ranged interactions, is the adiabatic
representation method [1–5]. In the framework of the hyperspherical coordinates formulation
of this method [5–11], the hyperradius ρ is treated as a slowly varying adiabatic variable,
analogous to the internuclear distance in the Born–Oppenheimer approximation for molecules
[1]. From the mathematical point of view, this approach is well known as the Kantorovich
method (KM). It enables the reduction of a boundary value problem for a multi-dimensional
Schrödinger equation (MDSE), to a one-dimensional one, by using a set of solutions of an
auxiliary parametric eigenvalue problem [12]. An essential part in the implementation of the
KM is the computation of variable coefficients, so-called, the effective potentials and coupling
matrix elements for the final system of the ordinary second-order differential equations [10].
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These coefficients are the eigenvalues and integrals over surface eigenfunctions of the auxiliary
eigenvalue problem and their derivatives with respect to the adiabatic variable. In real
applications, an efficient and stable computation of derivatives of the adiabatic eigenfunctions
and the corresponding integrals with the accuracy comparable with the one achieved for
adiabatic eigenfunctions presents a serious challenge for most of the numerical approaches
involved in various types of calculations within the adiabatic representation method. In order to
eliminate derivatives of the adiabatic surface eigenfunctions in hyperradius, the sector adiabatic
approach is widely used. The price for using this approximation is a slower convergence of
the adiabatic basis and therefore a larger number of hyperradial equations to be solved in order
to get the required accuracy of the S-matrix elements [11].

A new calculation method [13] for the matrix elements of the radial coupling potentials
within the KM to the required accuracy, allows one to use them in both the bound states
and scattering calculations of three-body problem with realistic potentials such as the pair
Coulomb potentials. In the same work the benchmark calculations of the ground-state energy
of the helium atom and negative hydrogen ion were performed. Efficiency of the KM has
been shown recently [14] in high-accuracy calculations approximately 12 significant digits of
low-lying excited states of a hydrogen atom in a strong magnetic field. Applications of the
method to scattering problems should also be very useful and promising.

The main idea of this paper is to formulate the KM to solve the eigenvalue and scattering
problems for MDSE. In this method, the multi-dimensional boundary problem is reduced to
a system of second-order ordinary differential equations with variable coefficients on a semi-
axis by means of expansion of the solution in a set of orthogonal solutions of an auxiliary
parametric eigenvalue problem. A finite element method (FEM) is then applied to construct
a stable numerical iteration scheme, yielding a solution of the corresponding boundary value
problem (for the system of ordinary differential equations) with an arbitrary specification
in the ‘space’ step. Note that the various versions of FEM have been applied successfully
in calculations of molecular dynamics and electronic structure for bound states [15, 16]
and scattering problems [17, 18]. However, the three-body scattering calculations with pair
Coulomb potentials are rather complicate in the framework of the KM, because the variable
coefficients in ordinary differential equations and in the corresponding solutions can have
asymptotic behaviours which are long-ranged [10, 11]. That is why one has to be very careful
in the formulation of the boundary problems under consideration.

As a benchmark, we consider, below, the known exactly soluble model of three identical
particles on a line, with zero-range attractive pair potentials, below three-body threshold,
discussed in [19–22]. In this model all the effective potentials and coupling matrix elements,
of a benchmark set of close-coupling radial equations, are evaluated explicitly. We construct
appropriate variational formulations [23] for both the bound-state and the elastic scattering
problems in the framework of the KM, using Rayleigh–Ritz’s and Hulthèn’s variation
functionals [24, 25]. The corresponding stable numerical schemes are realized using FEMs
of high order accuracy [26–28]. We verify the accuracy of these schemes, and examine
their rate of convergence to the known exact results, as a function of the number of basis
functions.

This paper is organized as follows. In section 2 the KM is formulated for our ‘benchmark’
model—both for the multichannel eigenvalue and for the scattering problems in the infinite
domain. All the needed matrix elements are determined here by explicit analytical formulae.
The reformulation of both problems to involve a finite interval (i.e. not extending to infinity) is
performed in section 3. All the asymptotic expressions needed to determine the solutions, and
the unknown phase shift, from the variational iteration schemes, are presented. The high-order
approximations by the finite element method are formulated in section 4. In section 5, the
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numerical results obtained in the framework of the FEMs are discussed. In conclusion, we
look at the perspectives for further applications of this approach.

2. Statement of the problem

We consider three identical particles in the centre-of-mass reference frame (CMRF) described
by the Jacobi coordinates,

η =
√

1

2
(x1 − x2), ξ =

√
2

3

(x1 + x2

2
− x3

)
,

in the plane R2, where {{x1, x2, x3} ∈ R3|x1 + x2 + x3 = 0} are the Cartesian coordinates of
the particles on a line. In polar coordinates

η = ρ cos θ, ξ = ρ sin θ, −π

6
< θ � 2π − π

6
, 0 � ρ < ∞,

the Schrödinger equation for the wavefunction �(ρ, θ) takes the form

−
[

1

ρ

∂

∂ρ
ρ

∂

∂ρ
+

1

ρ2

∂2

∂θ2

]
�(ρ, θ) + V (ρ, θ)�(ρ, θ) = 2E�(ρ, θ), (1)

where E is the relative energy in the CMRF. To obtain an exact solution which can be used
below for a comparison with the numerical results, we involve the sum of delta-functions for
describing the pair interactions with identical finite strengths. Thus, V (ρ, θ) assumes the form

V (ρ, θ) = 2g

1∑
n=−1

δ

(√
2ρ

∣∣∣∣cos

(
θ − 2π

3
n

)∣∣∣∣
)

, (2)

where g = √
2cκ̄ , and κ̄ = π/6 is the effective strength of the pair potential [19, 20, 22].

Further, we consider only the case of attraction (c = −1). In this case we have the bound
pair state φ0(η) = √

κ̄ exp(−κ̄|η|) with the energy −ε
(0)
0 = κ̄2, so that 2E = q2 + ε

(0)
0 , where

q is proportional to the relative momentum of the third particle with respect to the bound
pair [20, 22].

Using a six-fold symmetric representation compatible with (2), we formulate the following
boundary problem corresponding to equation (1) in the case E < 0 [22]:

−
[

1

ρ

∂

∂ρ
ρ

∂

∂ρ
+

1

ρ2

∂2

∂θ2

]
�(ρ, θ) = 2E�(ρ, θ), (3)

with boundary conditions (θn � θ < θn+1)

1

ρ

∂�(ρ, θi)

∂θ
= (−1)i−ncκ̄�(ρ, θi),

�(ρ, θn+1 − 0) = �(ρ, θn+1 + 0),

i = n, n + 1, (4)

where θn = κ̄(2n−1), n = 0–5, and we need to satisfy additional radial boundary conditions:

lim
ρ→0

ρ
∂�(ρ, θ)

∂ρ
= 0,

�(ρ, θ)|ρ→∞ → χ as
0 (ρ)Bas

0 (ρ; θ) + F(k, θ)

√
π

2kρ
exp(−kρ).

(5)

Here Bas
0 (ρ; θ) is the asymptotic surface function corresponding to φ0(η) at large ρ (see

appendix A), F(k, θ) is a function of k = √−2E > 0 and the function χ as
0 (ρ) satisfies the

following asymptotic conditions.
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For the bound state with 2E � ε
(0)
0 = −π2/36, at q̄ρ � 1

χ as
0 (ρ) = C

exp(−q̄ρ)√
ρ

(1 + O(ρ−1)), (6)

where ε = q̄2 = −q2 = −2E + ε
(0)
0 � 0 is the (unknown) binding energy of the three-body

system and C is an unknown constant.
For the elastic scattering problem in the open channel 2E(q) > ε

(0)
0 , i.e. for 0 < q < κ̄ ,

at qρ � 1

χ as
0 (ρ) = sin(qρ + δ)√

qρ
+ O(ρ−3/2), (7)

where δ = δ(q) is the (unknown) phase shift.
For our model (2), equation (1) can be solved exactly, yielding the energy −2Eexact

b = 4κ̄2

for the unique bound state, −2Eexact
hb = κ̄2 for a half-bound state (or zero-energy resonance),

and a phase shift equal to:

δexact(q) = 3π

2
− arctan

(
4κ̄q√

3(κ̄2 − q2)

)
(8)

for the elastic scattering problem for 0 < q < κ̄ . It also gives an infinite elastic scattering
length: a0 = − lim

q→0
(tan(δ)/q) = −∞ [20].

2.1. The Kantorovich method

Consider a formal expansion of the solution of equations (1), (2) using the infinite set of
one-dimensional basis functions Bj(ρ; θ) ∈ W 1

2 (−π/6, 2π − π/6):

�(ρ, θ) =
N−1∑
j=0

χj (ρ)Bj (ρ; θ). (9)

In equation (9), the functions χ(ρ) = (χ0(ρ), . . . , χN−1(ρ))T are unknown, and the surface
functions B(ρ; θ) = (B0(ρ; θ), . . . , BN−1(ρ; θ))T form an orthonormal basis with respect
to the independent angular variable −π/6 < θ � 2π − π/6 for each value of ρ which is
treated here as a given parameter. In the Kantorovich approach [12], the functions Bj(ρ; θ)

are determined as solutions of the following one-dimensional parametric eigenvalue problem:

− 1

ρ2

∂2Bj(ρ; θ)

∂θ2
= εj (ρ)Bj (ρ; θ), θn � θ < θn+1, n = 0–5,

1

ρ

∂Bj (ρ; θi)

∂θ
= (−1)i−ncκ̄Bj (ρ; θi), i = n, n + 1, (10)

Bj(ρ; θn+1 − 0) = Bj(ρ; θn+1 + 0).

The eigenfunctions of this problem are normalized as follows:

〈Bi(ρ; θ) | Bj(ρ; θ)〉 =
5∑

n=0

∫ θn+1

θn

B∗
i (ρ; θ)Bj (ρ; θ) dθ = δij . (11)

After using expansion (9) in the Rayleigh–Ritz variational functional (see [13]) and minimizing
the functional, the solution of equations (1), (2) reduces to a solution of the finite set of N
ordinary second-order differential equations. This leads to the determination of the energy E,
in the eigenvalue problem, and the coefficients χ ≡ χ(ρ) of expansion (9)

(H − 2E)χ ≡ −I
1

ρ

d

dρ
ρ

dχ

dρ
+ Vχ + Q

dχ

dρ
+

1

ρ

dρQχ

dρ
− 2EIχ = 0, lim

ρ→0
ρ

dχ

dρ
= 0.

(12)
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The boundary conditions at ρ → ∞ are given by (6) or (7) depending on the problem. In
these expressions the matrix V is symmetric and Q is skew-symmetric. They are given by

Vij (ρ) = Hij (ρ) + 0.5(εi(ρ) + εj (ρ))δij ,

Hij (ρ) =
〈

∂

∂ρ
Bi(ρ; θ)

∣∣∣∣∣ ∂

∂ρ
Bj (ρ; θ)

〉
, (13)

Qij (ρ) = −Qji(ρ) = −
〈
Bi(ρ; θ)

∣∣∣∣∣ ∂

∂ρ
Bj (ρ; θ)

〉
.

In this paper, it suffices for us to consider only a part of the total adiabatic (surface) basis.
It is totally symmetric, of course, and—in the Schrödinger equation—‘links’, through the
‘coupling’ matrix elements, only to itself. It allows us to discuss the bound state and the
resonance, and the 2 + 1 scattering below threshold (i.e. in both cases, involving the ‘lowest’
states of the system). An additional part of the basis involves ‘sine’-type Bs—in contrast to the
‘cosine’-type displayed below. It also ‘links’ amplitudes, of the solution of the Schrödinger
equation, associated only with its basis elements.

A way to understand this behaviour is to realize that each B reduces to a harmonic when
ρ tends to zero, and that, since the interaction is symmetric, the B adopts the symmetry of the
harmonic. The harmonics are classified as to their permutation properties in [8]. The ‘cosine’
Bs are associated with ‘cosine’-type harmonics involving the orders 0 mod 3 and even. The
‘sine’-type harmonics involve the orders 0 mod 3 and odd. Note that the explicit analytical
expressions for the ‘sine’-type harmonics and corresponding transcendental equations are
given in [22].

As is shown in paper [19], the boundary problem (10), (11) then has, for our purposes,
the analytical solutions

B0(ρ; θ) =
√

y2
0 − x2

π
(
y2

0 − x2
)

+ |x| cosh
[
6y0

(
θ − nπ

3

)]
,

Bj (ρ; θ) =
√√√√ y2

j + x2

π
(
y2

j + x2
)− |x| cos

[
6yj

(
θ − nπ

3

)]
, (14)

ε0(ρ) = −
(

6y0(ρ)

ρ

)2

, εj (ρ) =
(

6yj (ρ)

ρ

)2

,

where n is an integer determined by |θ−nπ/3| < π/6, n = 0–5. The transcendental equations

y0(ρ) tanh(πy0(ρ)) = −x, 0 � y0(ρ) < ∞, x = c
π

36
ρ,

yj (ρ) tan(πyj (ρ)) = x, j − 1

2
< yj (ρ) < j, j = 1, 2, . . . ,

(15)

follow from (10), (11). The functions εj (ρ) are determined by the roots yj (ρ) of these
equations that are solved numerically (see, for example, figure 1).

Using the analytical expressions for the functions Bj(ρ; θ), εj (ρ), we find the matrix
elements Hij (ρ) and Qij (ρ) using the roots yj (ρ) and the parameter x:

Q0j (ρ) = −Qj0(ρ) = −cπ

18

(−1)j y0yj(
y2

0 + y2
j

)
ỹ0ỹj

,

Qij (ρ) = −Qji(ρ) = cπ

18

(−1)i+j yiyj(
y2

i − y2
j

)
ỹi ỹj

,
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Figure 1. The first two surface functions B0(ρ; θ) and B1(ρ; θ) and the eigenvalues ε0(ρ) and
εj (ρ) (j = 1, . . . , 5) in the case of attraction (c = −1).
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Figure 2. The matrix elements Qij (ρ) and Hij (ρ) in the case of attraction (c = −1).

H00(ρ) = −
(cπ

36

)2 1

ỹ6
0

[
4π2y4

0 − ỹ4
0

4ỹ2
0

+
π2y2

0

3

(
ỹ2

0 + 4x
)]

,

Hjj (ρ) = −
(cπ

36

)2 1

ỹ6
j

[
4π2y4

j − ỹ4
j

4ỹ2
j

− π2y2
j

3

(
ỹ2

j − 4x
)]

,

H0j (ρ) =
(cπ

36

)2 (−1)j y0yj

ỹ3
0 ỹ

3
j

[
2π(πx2 + x)

(
1

ỹ2
0

− 1

ỹ2
j

)
+ π + 2π2x +

4
(
y2

0 ỹ2
j + ỹ2

0y
2
j

)
(
y2

0 + y2
j

)2
]

,

Hij (ρ) =
(cπ

36

)2 (−1)i+j yiyj

ỹ3
i ỹ

3
j

[
2π(πx2 + x)

(
1

ỹ2
i

+
1

ỹ2
j

)
− π − 2π2x +

4
(
y2

i ỹ
2
j + ỹ2

i y
2
j

)
(
y2

i − y2
j

)2
]

,

ỹ0 =
√

π
(
y2

0 − x2
)− x, ỹj =

√
π
(
y2

j + x2
)

+ x, j = 1, 2, . . . , (16)

that are shown, as an example, in figure 2. The asymptotic behaviour of these matrix elements
and of the potential curves are given in appendix A.

Thus, in the model described all the effective potentials (13) of the set of close-coupled
radial equations (12) are evaluated exactly and, therefore, provide the foundation for good
benchmark multichannel calculations (for example, see [19, 20, 22]).
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2.2. The effective approximation for the Kantorovich method

To obtain the effective approximation for the KM, we consider the system of equations (12)
and neglect the coupling of the states |j 〉 which do not also involve the open channel |0〉. We
introduce the so-called effective adiabatic approximation (EAA) in which we project these
equations onto the two-body open channel |0〉 by means of a canonical transformation similar
to that of [3, 21]. The new solution χnew

i ≡ χnew
i (ρ) is connected with the solutions χj (ρ) of

the system (12) by the relation

χnew
i =

∑
j

Tijχj ≈
jmax∑

j,j ′=0

〈i| exp(ıS(2))|j ′〉〈j ′| exp(ıS(1))|j 〉χj . (17)

Restricting expansions of the exponents to second order, i.e., expressing exp(ıS(1)) ≈
1 + ıS(1) + (ıS(1))2/2 and exp(ıS(2)) ≈ 1 + ıS(2), we define the non-diagonal matrix elements
of generator S(1) and S(2) by such a way

ıS
(1)
ij = (1 − δij )�

−1
ij

(
Hij + Qij

d

dρ
+

1

ρ

d

dρ
ρQij

)
,

ıS
(2)
ij = (1 − δij )2�−2

ij QijV
′
jj , �ij = �ij (ρ) = Vii − Vjj ,

(18)

and determine the inverse operator for pair channel |0〉
χj = T −1

j0 χnew
0 , χnew

0 =
∑

j

T0jχj ,

〈0|T |0〉 = 〈0|T −1|0〉 = 1 = 〈0|0〉.
(19)

This leads to a projection of the above system of equations onto the pair channel |0〉∑
ij

T0i (H
old − 2E)ijT

−1
j0 χnew

0 = (H new
00 − 2E

)
χnew

0 = 0, (20)

(
H new

00 − 2E
)
χnew

0 = − 1

ρ

d

dρ

ρ

µ

dχnew
0

dρ
+

µ′

2µ2ρ
χnew

0 + [Ûeff − 2E]χnew
0 = 0. (21)

The new solution ψ ≡ µ−1/2χnew
0 (ρ) in such a diagonal representation satisfies the following

equation,

(Ĥeff − 2E)ψ ≡ − 1

ρ
(ρψ ′)′ + µ1/2(µ−1/2)′′ψ + µ[Ûeff − 2E]ψ = 0, lim

ρ→0
ρ

dψ

dρ
= 0,

(22)

where the effective potential Ûeff(ρ) is defined as a sum of the adiabatic potential Ûad(ρ) and
the effective nonadiabatic correction δU(ρ),

Ûeff(ρ) = Ûad(ρ) + δU(ρ), (23)

and the modified scalar product and the adiabatic potential are defined by

〈ψ |ψ〉 =
∫ ∞

0
dρ ρµψψ, Ûad(ρ) = ε0(ρ) +

W(ρ)

4ρ2
+ H00(ρ).

The term µ(ρ) can be regarded as an effective mass, defined as the inverse of the sum of 1 and
the effective mass correction W(ρ):

µ−1(ρ) = 1 + W(ρ), W(ρ) = −4
jmax∑
j=1

Q0j (ρ)Qj0(ρ)�−1
0j (ρ),

δU(ρ) =
jmax∑
j=1

(
�−1

0j V
(1)

0j + �−2
0j V

(2)
0j + �−3

0j V
(3)

0j

)
.

(24)
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Figure 3. The effective mass correction W(ρ) and the nonadiabatic correction δU(ρ) to the
effective adiabatic potential Ûeff(ρ).

Here we are using

V
(1)

0j = H 2
0j − (Q′

0j )
2 + 2Q0jH

′
0j − 2Q0jQ

′′
0j ,

V
(2)

0j = H0jQ0j (�
′
0j − �′

0j ) + Q0jQ
′
0j (�

′
0j + 3�′

0j ) + Q2
0j (�

′′
0j + �′′

0j ),

V
(3)

0j = Q2
0j (�

′
0j + �′

0j )(�
′
0j − 2�′

0j ),

�0j = �0j (ρ) = V00 − Vjj , �0j = �0j (ρ) = V00 + Vjj .

In the above formulae all the terms determined by (13)–(16) are the functions of ρ, and the
symbol ‘′’ denotes a derivative in ρ. Figure 3 shows the correction W(ρ) to the inverse
effective mass µ−1 and the correction δU(ρ) to the adiabatic potential Ûad(ρ), in the case
jmax = 100 that provides true asymptotic values at large ρ. Here, we calculate the corrections
to the effective mass and potential for ρ = ρm = 100, jmax = 100:

ρ2W(ρ) = −1.823 83 ≈ −18π−2

ρ4
jmax∑
j=1

�−1
0j V

(1)
0j = −0.024 42 + 1.073 78 + 0.049 87 + 2.337 62 = 3.436 86,

ρ4
jmax∑
j=1

�−2
0j V

(2)
0j = −0.003 21 − 0.697 71 + 4 × 10−8 = −0.700 93, (25)

ρ4
jmax∑
j=1

�−3
0j V

(3)
0j = 7 × 10−11,

ρ4δU(ρ) = 3.436 86 − 0.700 93 + 7 × 10−11 = 2.735 93 ≈ 27π−2,

which differ from the exact asymptotic values W
(0)
00 = 1/(2κ̄2) = −18π−2 and δU

(0)
00 =

3/(4κ̄2) = 27π−2 obtained in (C.5), (C.6) by 6 × 10−4 and 2.6 × 10−3, respectively.
The convergence of these series to an exact value strongly supports the use of a finite

number N of basis functions (14) in the reduction of the problem (12) to the finite interval of
0 < ρ < ρm, considered in section 3.

Note that the procedure of the reduction of a system of N = jmax + 1 second-order
differential equations (12) to an effective one (22), using the canonical transformations
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(17)–(19) and the calculations of asymptotic values on the left-hand side of (25), was elaborated
and implemented by means of the computer algebra packages REDUCE and MAPLE.

3. Reducing the problem to a finite interval

3.1. Discrete spectrum problem: the Rayleigh–Ritz variational functional

For the ground state, we used the following asymptotical behaviour of the amplitudes χj (ρ)

of the solution of (12) at large qρ � qρm � 1 [22]:

χ0(ρ) → C0
exp(−q̄ρ)√

ρ
, χj (ρ) → Cj

exp(−q̄ρ)

ρ3
. (26)

From these relations we can obtain the homogeneous third-type boundary condition for large
qρm � 1

ρm

dχ0(ρm)

dρ
= −

(
1

2
+ q̄ρm

)
χ0(ρm, q̄) = −f0(ρm, q̄)χ0(ρm),

ρm

dχj (ρm)

dρ
= −(3 + q̄ρm)χj (ρm) = −fj (ρm, q̄)χj (ρm).

(27)

Here q̄2 = −2E(q̄) − π2/36 � 0 and E < 0 is the unknown eigenvalue.
Using these formulae, we devise the following iteration process for each nth step

n = 1, 2, . . .: we solve (12) to find functions χ(n) satisfying the boundary problem:

(H − 2E(q̄(n−1)))χ(n) = 0, lim
ρ→0

ρ
dχ(n)

dρ
= 0,

ρm

dχ(n)(ρm)

dρ
= −f(ρm, q̄(n−1))χ(n)(ρm),

(28)

where the energy E(q̄) = E(q̄(n−1)) is known from the previous n − 1th step. To find the
value E(q̄(n)), we then use the iteration formula starting with some initial q̄(0):

2E(q̄(n)) = R(χ(n−1), q̄(n−1)), (29)

which follows from the Rayleigh–Ritz variational functional

R(χ, q̄) =
∫ ρm

0

∑N−1
i,j=0[χHχ ]ij ρ dρ +

∑N−1
j=0 fj (ρm, q̄)χ2

j (ρm)∫ ρm

0

∑N−1
j=0 χ2

j (ρ)ρ dρ
, (30)

where

[χHχ ]ij = χ ′
i (ρ)χ ′

j (ρ)δij + χi(ρ)Vij (ρ)χj (ρ) + Qij (ρ)[χi(ρ)χ ′
j (ρ) − χ ′

i (ρ)χj (ρ)].

To solve eigenvalue problem for the EAA, we devise also the following iteration process
for each nth step n = 1, 2, . . .: we solve (22) to find functions ψ(n) satisfying the boundary
problem:

(Ĥeff − 2E(q̄(n−1)))ψ(n) = 0, lim
ρ→0

ρ
dψ(n)

dρ
= 0,

ρm

dψ(n)(ρm)

dρ
= −f0(ρm, q̄(n−1))ψ(n)(ρm),

(31)

where the energy E(q̄) = E(q̄(n−1)) is known from the previous n − 1th step. To find the
value E(q̄(n)), we then use the iteration formula starting with some initial q̄(0):

2E(q̄(n)) = Reff(ψ
(n−1), q̄(n−1)), (32)
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which follows from the Rayleigh–Ritz variational functional

Reff(ψ, q̄) =
∫ ρm

0 ψĤeffψρ dρ + f0(ρm, q̄)ψ2(ρm)∫ ρm

0 ψ2(ρ)µ(ρ)ρ dρ
, (33)

where

ψĤeffψ = ψ ′(ρ)ψ ′(ρ) + [µ1/2(ρ)(µ−1/2(ρ))′′ + µ(ρ)Ûeff(ρ)]ψ2(ρ).

We recall that a variational method was originally applied by Lord Rayleigh in 1873 to
the computation of vibration frequencies of mechanical systems, and developed to solve an
eigenvalue problem by Ritz [24]. A further formulation of the variational method, for quantum
scattering theory, was proposed by Hulthèn [25] and will be considered in the next subsection.

3.2. Continuous spectrum problem: the Hulthèn variational functional

For the elastic scattering states, with a given value for the energy π2/36 < 2E(q) =
q2 − π2/36 � 0, we rewrite the problem (12) in the form

(H − q2)χ ≡ −I
1

ρ

d

dρ
ρ

dχ

dρ
+ Vχ + Q

dχ

dρ
+

1

ρ

dρQχ

dρ
− 2E(q)Iχ, lim

ρ→0
ρ

dχ

dρ
= 0.

(34)

For large ρ � ρm � N the amplitudes χj (ρ) of the solution of the system of N equations
satisfy the following asymptotic conditions:

χ as
0 (ρ) = F0(ρ, q, δ) + O(ρ−11/2), χ as

j (ρ) = Fj (ρ, q, δ) + O(ρ−5).

Here for q > 0, qρ � 1:

F0(ρ, q, δ) = sin(qρ + δ)√
qρ

− 279 936q cos(qρ + δ)(4(N − 1)3 − N + 1)

π6ρ4√qρ
,

Fj (ρ, q, δ) = 7776(2j − 1)(−1)j
(

2
√

q cos(qρ + δ)

π4ρ3
+

108
√

q cos(qρ + δ)

π6ρ4

+
3(120q2 − π2) sin(qρ + δ)

π6√qρ4

)
, (35)

and for q = 0, ρ � 1:

F0(ρ, 0, a) = √
ρ +

a√
ρ

+
979 776(4(N − 1)3 − N + 1)

5π6ρ4√ρ
,

Fj (ρ, 0, a) = 7776(2j − 1)(−1)j
(

− 1

π4ρ3
− 3(18 + aπ2)

π6ρ4

)
.

(36)

Using these formulae, we devise the following iteration process for each nth step n = 1, 2, . . .:
we solve (34) to find functions χ(n) satisfying the boundary problem:

(H − q2)χ(n) = 0, lim
ρ→0

ρ
dχ(n)

dρ
= 0,

(37)

ρm

dχ(n)(ρm)

dρ
= ρm

dF (ρm, q, b(n−1))

dρ
,

where the phase shift b = δ ≡ δ(n−1) at q �= 0 or for the scattering length b = a ≡ a(n−1)

at q = 0 are known from the previous n − 1th step. To find the value b(n), we then use the
iteration formula starting with some initial b(0):

b(n) = b(n−1) + H(χ(n−1), q, b(n−1)), (38)
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which follows from the Hulthèn variational functional [23]

H(χ, q, b) =
∫ ρm

0

N−1∑
i,j=0

[χ(H − q2)χ ]ij ρ dρ − 1

2
ρm

N−1∑
j=0

dF 2
j (ρm, q, b)

dρ

+ ρm

N−1∑
i,j=0

Qij (ρm)Fi(ρm, q, b)Fj (ρm, q, b), (39)

where

[χ(H − q2)χ ]ij = χ ′
i (ρ)χ ′

j (ρ)δij + χi(ρ)Vij (ρ)χj (ρ) − 2E(q)χi(ρ)χj (ρ)δij

+ Qij (ρ)[χi(ρ)χ ′
j (ρ) − χ ′

i (ρ)χj (ρ)].

Note that the above iterative procedures usually converge after n ∼ 7–8 iterations.

3.3. Continuous spectrum problem: the effective approximation

For the elastic scattering states with the given value 2E(q) = q2 − π2/36 < 0 we rewrite the
problem (22) in the form

(Ĥeff − q2)ψ ≡ − 1

ρ
(ρψ ′)′ + µ1/2(µ−1/2)′′ψ + µ[Ûeff − 2E(q)]ψ = 0, lim

ρ→0
ρ

dψ

dρ
= 0.

(40)

For function χ eff = (ρµ)1/2ψ this equation has a conventional form(
d

dρ
µ−1(ρ)

d

dρ
− Ueff(ρ) + q2

)
χ eff

00 (ρ) = 0, (41)

where the effective potential Ueff(ρ) is defined by

Ueff(ρ) = V00(ρ) + δU(ρ) − 1

4ρ2
− ε

(0)
0 . (42)

For large values of ρ, using asymptotic values W
(N)
00 (ρ) = ρ2W(ρ) and δU

(N)
00 (ρ) = ρ4δU(ρ)

from (24), it reduces to the following one:(
− d

dρ

(
1 +

W
(N)
00

ρ2

)
d

dρ
+

δU
(N)
00

ρ4
− q2

)
χ̄ as

00(ρ) = 0, (43)

and to an accuracy of the order O(ρ−4), equation (41) reads[
d2

dρ2
− 2W

(N)
00

ρ3

d

dρ
+ q2

(
1 − W

(N)
00

ρ2

)
− δU

(N)
00

ρ4

]
χ̄ as

00(ρ) = 0. (44)

For qW
(N)
00

/
(2ρ) � 1, the continuous spectrum solutions of equation (41) can be put into the

form

χ̄ as
00(ρ) ∼ sin

[
qρ

(
1 − W

(N)
00

2ρ2

)
+ δ(N)

]

≈ sin(qρ + δ(N)) − q
W

(N)
00

2ρ
cos(qρ + δ(N)), (45)

where δ(N) ≡ δ(N)(q) is the phase shift of the elastic scattering in the open pair channel |0〉,
below the main three-body threshold, E = 0. The required asymptotic solutions such as (35),
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(36) are evaluated by a direct substitution of asymptotics (45) and the matrix elements from
appendices A and B into equation (17).

Using these formulae, we devise the following iteration process for each nth step
n = 1, 2, . . .: we solve (40) to find functions ψ(n) satisfying the boundary problem:

(Ĥeff − q2)ψ(n) = 0, lim
ρ→0

ρ
dψ(n)

dρ
= 0,

(46)

ρm

dψ(n)(ρm)

dρ
= ρm

dF0(ρm, q, δ(n−1))

dρ
,

where the phase shift δ ≡ δ(n−1) is known from the previous n − 1th step. To find the value
δ(n), we then use the iteration formula starting with some initial δ(0):

δ(n) = δ(n−1) + Heff(ψ
(n−1), q, δ(n−1)), (47)

which follows from the Hulthèn variational functional like (39) (see (35))

Heff(ψ, q, δ) =
∫ ρm

0
ψ(Ĥeff − q2)ψρ dρ − 1

2
ρm

dF 2
0 (ρm, q, δ)

dρ
, (48)

where

ψ(Ĥeff − q2)ψ = ψ ′(ρ)ψ ′(ρ) + [µ1/2(ρ)(µ−1/2(ρ))′′ + µ(ρ)Ûeff(ρ) − 2µ(ρ)E(q)]ψ2(ρ).

Remembering that ρ2 = ξ 2 + η2 and ξ ∼ ρ(1 − η2/(2ρ2)) in the asymptotic region
η/ρ � 1 one should introduce the following definition of the mean position operator in the
new representation χnew = T χ

ρnew
mean = 〈χnew|ρ̂new

mean|χnew〉 = 〈χ |T −1ρ̂new
meanT |χ〉 = 〈χ |ρ̂mean|χ〉 = ρmean.

Here the mean position operator ρ̂new
mean = ρ plays the role of the Jacobi coordinate ξ in the

new representation χnew, i.e. a delocalization of ξ is contained in the new radial functions
χnew = T χ . In the old representation χ the mean position operator ρ̂mean is defined as

ρ̂mean = T −1ρ̂new
meanT = T −1ρT = ρ + δρ̂,

where δρ̂ is a delocalization of the Jacobi coordinate ξ , that in the asymptotic region η/ρ � 1
has the order of η2/(2ρ), i.e.

ρ̂mean → T −1ρT ≈ 〈ξ 〉.
Note, transformation (17) changes only form of radial solutions, and the Jacobi coordinates ξ

restoring only in total expansion (9) of the wavefunction (see (C.11)–(C.13)). So, if we omit
nonadiabatic term in equation (44) and take the adiabatic behaviour

χ ad ∼ sin(qρ + δad),

we then find the obvious difference between the true phase shift δ, Nth approximation δ(N)

and the adiabatic phase shift δad,

δ(N) = δad − q
W

(N)
00

2ρ
, δ = lim

N→∞
δ(N) = δad + q

〈0|η2|0〉
2ρ

, (49)

in accordance with equations (C.5) and (C.15).
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4. High-order approximations of the finite-element method

In order to solve numerically the Sturm–Liouville problems for equations (28) or (31) (for
the discrete spectrum problem with the Rayleigh–Ritz variational functional) and (37) or (46)
(for the continuous spectrum problem with the Hulthèn variational functional) the high-order
approximations of the finite element method (FEM) [26, 27] elaborated in our previous paper
[28] have been used. Such high-order approximations of the FEM have been proved [28]
to be very accurate, stable and effective for a wide set of quantum-mechanical problems.
Computational schemes of the high order of accuracy are derived from the Rayleigh–Ritz
variational functional (30) or (33) and the Hulthèn variational functional (38) or (47) on the
basis of the finite element method. The general idea of the FEM in one-dimensional space is
to subdivide interval [0, ρm] into many small domains called elements. The size and shape of
elements can be defined very freely so that physical properties can be taken into account.

Now we cover the interval � = [0, ρm] by a system of subintervals �j = [ρj−1, ρj ] in
such a way that � = ⋃n

j=1 �j , where n is the number of subintervals. In each interval �j

determine the following nodes:

ρ
p

j,r = ρj−1 +
hj

p
r, hj = ρj − ρj−1, r = 0, 1, . . . , p,

and the Lagrange elements
{
φ

p

j,r (ρ)
}p

r=0

φ
p

j,r (ρ) =
(
ρ − ρ

p

j,0

)(
ρ − ρ

p

j,1

) · · · (ρ − ρ
p

j,r−1

)(
ρ − ρ

p

j,r+1

) · · · (ρ − ρ
p

j,p

)
(
ρ

p

j,r − ρ
p

j,0

)(
ρ

p

j,r − ρ
p

j,1

) · · · (ρp

j,r − ρ
p

j,r−1

)(
ρ

p

j,r − ρ
p

j,r+1

) · · · (ρp

j,r − ρ
p

j,p

) .
By means of the Lagrange elements φ

p

j,r (ρ), at the each node ρ
p

j,r we define the function Nl(ρ)

in the the following way:

Nl(ρ) =




{
φ

p

1,0(ρ), ρ ∈ �1,

0, ρ �∈ �1,
l = 0,{

φ
p

j,r (ρ), ρ ∈ �j,

0, ρ �∈ �j,
l = r + p(j − 1), r = 1, 2, . . . , p − 1,


φ

p

j,p(ρ), ρ ∈ �j,

φ
p

j+1,0(ρ), ρ ∈ �j+1,

0, ρ �∈ �j

⋃
�j+1,

l = jp, j = 1, 2, . . . , n − 1,

{
φ

p
n,p(ρ), ρ ∈ �n,

0, ρ �∈ �n,
l = np.

The functions
{
N

p

l (ρ)
}L

l=0, L = np, form a basis in the space of polynomials of the
p-th order. Now, we approximate each function χµ(ρ) of the global function χT (ρ) =
(χ0(ρ), χ1(ρ), . . . , χN−1(ρ)) by a finite sum of local functions N

p

l (ρ)

χµ(ρ) =
L∑

l=0

χl
µN

p

l (ρ), χl
µ ≡ χl

µ

(
ρ

p

j,r

)
, (50)

and substitute expansion (50) into the functional (30) or (33). From the minimum condition
[26, 27] for this functional we obtain that vector solution χh is the eigenvector of the generalized
algebraic problem

(Kp + B)χh = EhMpχh. (51)

Here B is a diagonal matrix and has zero elements, except last N elements, that are defined by
the boundary conditions (28) or (31):

BLN−N+µ,LN−N+µ = fµ−1(ρm, qh), µ = 1, 2, . . . , N.
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To solve the scattering problem at a fixed value of the energy E(q) it is necessary to
consider the right-hand-side problem with respect to vector solution χh, which follows from
the stationary condition [23] for the functional (39) or (48):

(Kp − E(q)Mp)χh = B. (52)

Here B is a vector and has zero elements, except last N elements, that are defined by the
boundary conditions (37) or (46):

BLN−N+µ = ρm

dFµ−1(ρm, q, bh)

dρ
− ρm

N∑
ν=1

Qµ−1ν−1Fν−1(ρm, q, bh), µ = 1, 2, . . . , N.

The following estimations for FEM eigenfunctions of problem (30) or (33) are valid [26]:∣∣Eh
m − Em

∣∣ � c1(Em)h2p,
∥∥χh

m(ρ) − χm(ρ)
∥∥

0 � c2(Em)hp+1, (53)

where h is the maximal step of the finite-element grid, m is the number of the corresponding
solutions, and constants c1 and c2 do not depend on step h. The similar estimations take place
for approximate values of the phase shift δh and scattering length ah, which follow from the
corresponding approximation of the Hulthèn variational functional (39) or (48). The stiffness
matrix Kp and the mass matrix Mp are symmetric and have a banded structure, and Mp matrix
is also positively defined. They have the following form,

Kp =
n∑

j=1

kp

j , Mp =
n∑

j=1

mp

j , (54)

where the local on the element �j matrices kp

j and mp

j are calculated by the formulae

(
kp

j

)qr

µν
=
∫ +1

−1

{
δµν

4

h2
j

(
φ

p

j,q

)′
(ρ)
(
φ

p

j,r

)′
(ρ) + Vµ−1ν−1(ρ)φ

p

j,q(ρ)φ
p

j,r (ρ)

+ Qµ−1ν−1(ρ)
[
φ

p

j,q(ρ)
(
φ

p

j,r

)′
(ρ) − (φp

j,q

)′
(ρ)φ

p

j,r (ρ)
] 2

hj

}
ρ

hj

2
dη,

(55)(
mp

j

)qr

µν
= δµν

∫ +1

−1
φ

p

j,q(ρ)φ
p

j,r (ρ)ρ
hj

2
dη,

ρ = ρj−1 + 0.5hj (1 + η), q, r = 0, 1, . . . , p, µ, ν = 1, 2, . . . , N.

Now let us note by ηg and wg, g = 0, . . . , p, the Gaussian nodes and weights in the
interval [−1, 1]. Then the integrals given above are calculated as

(
kp

j

)qr

µν
=

p∑
g=0

{
δµν

4

h2
j

(
φ

p

j,q

)′
(ρg)

(
φ

p

j,r

)′
(ρg) + Vµ−1ν−1(ρg)φ

p

j,q(ρg)φ
p

j,r (ρg)

+ Qµ−1ν−1(ρg)
[
φ

p

j,q(ρg)
(
φ

p

j,r

)′
(ρg) − (φp

j,q

)′
(ρg)φ

p

j,r (ρg)
] 2

hj

}
ρg

hj

2
wg, (56)

(
mp

j

)qr

µν
=

p∑
g=0

δµνφ
p

j,q(ρg)φ
p

j,r (ρg)ρg

hj

2
wg,

where ρg = ρj−1 + 0.5hj (1 + ηg).

Following this way we have the strategy: as we know analytically all functions Vij and
Qij first we choose the FEM grid, then we calculate these matrix elements in the Gaussian
points and finally evaluate the integrals. This allows us to organize the calculation scheme
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Table 1. Convergence of the KM for the calculated double energy values 2Eh
b to exact ground-state

double energy 2Eexact
b = −π2/9 and the differences �E = 2Eh

b − 2Eexact
b versus the number

of equations. The first column shows the number of equations N, the second and third ones
display the calculated values and the differences in quadruple (quad) precision. The fourth and
fifth columns display the same ones for the double (double) precision. The underlined significant
digits are marked to show a difference with respect to the exact values that are shown without any
underlining. The exact ground-state double energy 2Eexact

b is shown with 15 significant digits. The
factor x in the brackets denotes 10x .

N 2E
quad
KM �E

quad
KM 2Edouble

KM �Edouble
KM

1 −1.096 442 612 726 35 1.801(−04) −1.096 442 612 725 82 1.801(−04)
2 −1.096 619 949 281 73 2.762(−06) −1.096 619 949 281 15 2.762(−06)
3 −1.096 622 441 487 76 2.697(−07) −1.096 622 441 486 97 2.697(−07)
4 −1.096 622 657 101 71 5.413(−08) −1.096 622 657 100 61 5.413(−08)
5 −1.096 622 695 292 57 1.594(−08) −1.096 622 695 291 63 1.594(−08)
6 −1.096 622 705 282 40 5.949(−09) −1.096 622 705 282 09 5.950(−09)

10 −1.096 622 710 835 39 3.967(−10) −1.096 622 710 834 63 3.979(−10)
20 −1.096 622 711 221 15 1.099(−11) −1.096 622 711 220 37 1.245(−11)
30 −1.096 622 711 230 76 1.390(−12) −1.096 622 711 229 24 3.276(−12)
35 −1.096 622 711 231 51 6.357(−13) −1.096 622 711 229 60 3.194(−12)
40 −1.096 622 711 231 82 3.232(−13) −1.096 622 711 229 40 3.361(−12)
50 −1.096 622 711 232 04 1.046(−13) −1.096 622 711 228 27 4.427(−12)
70 −1.096 622 711 232 13 1.957(−14)
2Eexact

b −1.096 622 711 232 15 −1.096 622 711 232 15

as follows: let us consider the system of N equations. We evaluate the values of all matrix
elements for these N equations in the Gaussian nodes and store them on the external file. Then
we use it to investigate the convergence rate of the Kantorovich expansion as a function of
number of equations.

From the above estimates one can see that we have a very high accuracy for calculations
of both the bound state and scattering problems, i.e., the eigenvalues and phase shifts, and
corresponding wavefunctions. In this point of view the main error in the solution depends
only on the number of equations N and on the used computer precision.

5. Numerical results

Here we study the convergence rate of the KM as a function of the number, N, of the equations
of the system (12). The problem under consideration is a good test for various (numerical)
methods because it has analytical solutions for both the discrete and the continuous spectra.
We begin by considering the eigenvalue problem in the case of ρm = 50. We use the 1000
finite elements of fourth order. The finite element grid consists of 4001 nodes. We consider
the calculations in double and quadruple precision.

The numerical calculations are performed on 2 Alpha 21264, 750 MHz, 2 GB ram with elf
64 bit LSB executable, and using a Compaq (Fortran 77, with Compaq extensions) compiler
suitable for the Linux Alpha systems. We use data types REAL*8 and REAL*16 that yield
15 and 33 significant digits respectively, and call them ‘double precision’ and ‘quadruple
precision’, from the point of view of calculations performed on a conventional PC.

In table 1 the differences �E = 2Eh − 2Eexact
b , of the calculated values of the energy

2Eh from the known exact value 2Eexact
b , i.e., upper bound estimates �E > 0 to the exact

energy 2Eexact
b = −π2/9 of the bound state, are shown for each case. One can see that, using
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Table 2. Convergence of the KM for the calculated double energy values 2Eh
b , 2Eh

hb to exact
ground and half-bound double energy 2Eexact

b = −π2/9, 2Eexact
hb = −π2/36 and the differences

�Eb = 2Eh
b −2Eexact

b ,�Ehb = 2Eh
hb −2Eexact

hb versus the number of equations. The first column
shows the number of sums N, the second and forth ones display the calculated values, the third
and fifth ones display the differences (in double precision), respectively. The underline significant
digits are marked to show a difference with respect to true ones that are shown without any
underlining. The exact ground-state and half-bound double energies 2Eexact

b , 2Eexact
hb are shown in

the last arrow with the 12 significant digits. The factor x in the brackets denotes 10x .

N 2Eh
b �Eb 2Eh

hb �Ehb

1 −1.096 442 612 72 1.801(−04) −0.274 155 329 73 3.480(−07)
2 −1.096 632 243 01 −9.532(−06) −0.274 155 649 73 2.807(−08)
3 −1.096 634 793 13 −1.208(−05) −0.274 155 674 00 3.802(−09)
4 −1.096 635 011 40 −1.230(−05) −0.274 155 677 60 1.981(−10)
5 −1.096 635 049 91 −1.234(−05) −0.274 155 678 56 −7.549(−10)
6 −1.096 635 059 96 −1.235(−05) −0.274 155 678 91 −1.104(−09)

10 −1.096 635 065 54 −1.235(−05) −0.274 155 679 22 −1.414(−09)
100 −1.096 635 065 94 −1.235(−05) −0.274 155 679 28 −1.480(−09)
2Eexact −1.096 622 711 23 −0.274 155 677 80

quadruple precision, the KM monotonically converges to the exact values, while in the double
precision this is only true for about 35 equations.

Note that in the solution of the algebraic eigenvalue problem, we use the subspace iteration
method (SIM) with a fixed shift of the spectrum [27]. The main step here is to find the solutions
of systems of linear algebraic equations using a Cholesky decomposition. For example, when
N = 50 the system consists of 200 050 equations! This can only be solved in a stable manner
when using our quadruple precision.

As is well known, solving the eigenvalue problem for a system (12) of N equations with the
help of the SIM based on the functional (30), yields only upper bounds for the energy values.
However, using the effective approximation (22)–(24), i.e., a specially truncated system (12)
reduced to a diagonal form, we can calculate both the upper and lower bounds to the energy
2Eexact

b of the bound state and 2Eexact
hb ≡ 2E(0) = ε

(0)
0 = −π2/36 of the half-bound state,

as a function of the number N of equations taken into account. With this aim, we solve
the eigenvalue problem for the half-bound state estimation from equation (22) in the case of
ρm = 2000 with the help of the SIM based on the functional (33). We use the 4000 finite
elements of fourth order. The finite element grid consists of 16 001 nodes. We consider the
calculations in the double precision on the finite element grid {0 (2000) 500 (2000) 2000},
where the number in brackets denote the number of finite elements in the subintervals. In
table 2, we show the calculated values of the energy 2Eh

b and 2Eh
hb that yield the upper and

low estimations of the exact ones 2Eexact
b and 2Eexact

hb versus the number, N. We show also the
values of the difference, �Ehb = 2Eh

hb −2Eexact
hb and �Eb = 2Eh

b −2Eexact
b versus the number,

N, of the corresponding upper bounds (�Eb,�Ehb > 0) and lower bounds (�Eb,�Ehb < 0)

compared to the exact energies 2Eexact
b of ground state and 2Eexact

hb of the half-bound state.
The change of a sign of this difference, when passing from N = 1 to N = 2, implies the
existence of this ground-state and passing from N = 4 to N = 5, implies the existence of
this half-bound state, respectively. Thus, we have shown that the half-bound state exists, as
follows from the numerical upper and lower estimates that we have obtained for its energy.
This means that an additional π/2 should appear in Levinson’s theorem, which corresponds
to the exact phase shift in equation (8), i.e., δexact = π + π/2 at q = 0, derived in the previous
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Figure 4. Elastic scattering phase shift δ as the function of the relative momentum q of the incident
particle and the pair below the three-body-breakup threshold: (solid curve) exact analytical solution
δexact; (dotted curve with open circles) results in the adiabatic approximation (N = 1), δad; and
(closed circles) results in the effective adiabatic approximation, δeff (left panel). The differences
�δ = δexact − δh of exact δexact and numerical δh results for the phase shift versus the number of
the radial equations N at several relative momentum values belonging to the range 0 < q � π/6
(right panel).

Table 3. The differences �δ = δexact − δh of the exact and the numerical results (in the double
precision) for the phase shift, versus the number N of equations (34) and the momentum proportional
to q—using the Hulthèn variational functional. The factor x in the brackets means 10x .

q

N 0.002 0.100 0.200 0.300 0.400 0.500 π/6

1 6.180(−1) 2.972(−2) 3.946(−2) 5.353(−2) 6.857(−2) 8.513(−2) 8.930(−2)
2 2.991(−2) 5.716(−3) 1.038(−2) 1.548(−2) 2.064(−2) 2.583(−2) 2.706(−2)
3 5.277(−3) 3.011(−3) 5.920(−3) 8.869(−3) 1.182(−2) 1.478(−2) 1.548(−2)
4 1.704(−3) 2.074(−3) 4.128(−3) 6.188(−3) 8.250(−3) 1.031(−2) 1.080(−2)
5 7.539(−4) 1.587(−3) 3.165(−3) 4.746(−3) 6.329(−3) 7.912(−3) 8.286(−3)
6 4.019(−4) 1.285(−3) 2.566(−3) 3.848(−3) 5.131(−3) 6.414(−3) 6.717(−3)

10 8.213(−5) 7.299(−4) 1.459(−3) 2.188(−3) 2.917(−3) 3.647(−3) 3.819(−3)
15 2.848(−5) 4.729(−4) 9.462(−4) 1.419(−3) 1.892(−3) 2.365(−3) 2.477(−3)
20 1.493(−5) 3.470(−4) 6.954(−4) 1.044(−3) 1.391(−3) 1.739(−3) 1.821(−3)
25 7.743(−6) 2.680(−4) 5.391(−4) 8.105(−4) 1.080(−3) 1.349(−3) 1.412(−3)

theoretical study [20]. In figure 5 we show an image of the half-bound-state function �hb

at q = 0.
In the elastic scattering problem, we calculate the phase shift δh at qρm = 300 and use

1500 fourth-order finite elements. The finite element grid consists of 6001 nodes. In table 3
we show the differences �δ = δexact − δh, calculated with an iteration scheme (38) based
on the Hulthèn variational functional (39). One can see in the right panel of figure 4 that
the KM converges monotonically to the exact values δexact at a rate of order 1/N . Figure 5
also displays an image of the scattering wavefunction �s

0 at q = π/6. The scattering length
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Figure 5. The half-bound state wavefunction �hb at q = 0, i.e. at the two-body threshold energy
2Ehb ≈ −π2/36, for the attractive pair potentials (left panel). The scattering wavefunction �s

0 at
q = π/6, i.e. at the three-body threshold energy 2E = k2 = 0, for the attractive pair potentials
(right panel).

Table 4. The differences �δ = δexact − δh of the exact and the numerical results (in the double
precision) for the phase shift, versus the number N of sums (40) and the momentum proportional
to q—using the Hulthèn variational functional. The factor x in the brackets means 10x .

q

N 0.002 0.100 0.200 0.300 0.400 0.500 π/6

1 6.180(−1) 2.972(−2) 3.946(−2) 5.353(−2) 6.857(−2) 8.513(−2) 8.930(−2)
2 2.928(−2) 5.331(−3) 9.679(−3) 1.430(−2) 1.903(−2) 2.464(−2) 2.616(−2)
3 3.954(−3) 2.557(−3) 5.104(−3) 7.548(−3) 1.006(−2) 1.345(−2) 1.445(−2)
4 3.186(−4) 1.607(−3) 3.293(−3) 4.842(−3) 6.458(−3) 8.960(−3) 9.747(−3)
5 −6.422(−4) 1.117(−3) 2.324(−3) 3.393(−3) 4.528(−3) 6.548(−3) 7.222(−3)
6 −9.966(−4) 8.140(−4) 1.723(−3) 2.491(−3) 3.327(−3) 5.047(−3) 5.651(−3)

10 −1.317(−3) 2.573(−4) 6.136(−4) 8.291(−4) 1.111(−3) 2.280(−3) 2.753(−3)
15 −1.371(−3) 1.055(−6) 1.018(−4) 6.219(−5) 9.081(−5) 1.008(−3) 1.424(−3)
20 −1.384(−3) −1.220(−4) −1.441(−4) −3.056(−4) −3.961(−4) 4.078(−4) 7.973(−4)
25 −1.390(−3) −1.944(−4) −2.884(−4) −5.205(−4) −6.776(−4) 6.703(−5) 4.439(−4)

a0 = −a = − limq→0(tan(δ)/q) = −669.1664 was calculated for N = 1 (note that the exact
value a0 = −∞ is obtained as a limiting value, when N is taken very much larger than 1). A
comparison of calculated values of the phase shift versus q, for the adiabatic approximation,
EAA and exact formula is shown in the left panel of figure 4. One can see that the difference
of the adiabatic and exact results increases with increasing q but disappears for the EAA
calculations. Indeed, in table 4 we show the differences �δ = δexact − δh, calculated with
an iteration scheme (47) based on the Hulthèn variational functional (48) for an EAA (40).
We show also the values of the difference, �δ = δexact − δh versus the number, N, of the
corresponding upper bounds (�δ > 0) and lower bounds (�δ < 0) compared to the exact
phase shift δexact of the scattering state below the three-body threshold. The change of a sign
of this difference, when passing from N = 4 to N = 5 at q = 0.002, and N = 15 to N = 20
from q = 0.1 till q = 0.4, provides the lower bounds of phase shift of such scattering states,
respectively. Thus, we have shown that the adiabatic approximation (N = 1) yields upper
estimations for the scattering states above the pair threshold while EAA yields lower ones
starting from N > N0(q), where the critical number N0(q) is increasing with increasing value
of momentum q. In a vicinity below the three-body threshold a contribution of centrifugal
term q2W

(N)
00 ρ−2 of equation (44) in asymptotic region predominates and is proportional to q

in phase shift (49).
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6. Conclusions

Stable numerical iteration schemes were developed to solve multi-dimensional differential
equations, with high accuracy. New results were obtained for the solutions of these differential
equations with long-range potentials. It has been shown that the numerical results that we
obtained are in a good agreement with known exact results. Also, we saw that if we wish to
use a very large number of orthogonal basis functions, we are forced to resort to quadruple
precision arithmetic.

The benchmark problem, that we proposed, is a good tool to examine both the usefulness
of various finite element method schemes (see, for example, [16, 18] and references therein)
and, also, of the Kantorovich reduction [14]. The latter enables the reduction of the multi-
dimensional Schrödinger equations to a set of second-order ordinary differential equations, in
the context of the corresponding bound state and elastic scattering problems.

Our benchmark results may be expected to be very useful in the testing of new methods
in the future. We feel that the effective Kantorovich approximations, with its canonical
transformations, is the key to the development of substantially improved ways of obtaining
accurate solutions to three-body scattering with a few open channels.
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Appendix A. Limiting and asymptotic behaviours of the matrix elements:
the attractive case

As ρ → 0 the potential curves εj (ρ) and the surface functions Bj(ρ; θ) take the form

ε
(sm)
0 (ρ) → − 1

ρ

(
1 +

π2

108
ρ +

π4

14 580
ρ2

)
, B

(sm)
0 (ρ; θ) →

√
1

2π
,

ε
(sm)
j (ρ) →

(
6j

ρ

)2

, B
(sm)
j (ρ; θ) →

√
1

π
cos[6jθ(n)].

When ρ → ∞, for finite i and j, εj (ρ) and Bj(ρ; θ) become asymptotically

ε
(as)
0 (ρ) → −π2

36

(
1 + 4 exp

(
−π2ρ

18

))
, B

(as)
0 (ρ; θ) →

√
πρ

6
exp

(
−ρπ |θ̃ (n)|

6

)
,

ε
(as)
j (ρ) →

(
6j − 3

ρ

)2

, B
(as)
j (ρ; θ) →

√
1

π
cos[(6j − 3)θ(n)],

where θ̃ (n) = π/6 − |θ(n)| � 0, θ(n) = θ − πn/3 ∈ (−π/6, π/6), n = 0–5.
For small ρ, the matrix elements Qij (ρ) and Hij (ρ) behave (uniformly in i, j ) as:

Q0j (ρ) = +
(−1)j

√
2

j 2

[
1

36
+

ρ

j 2

(
1

864
+

π2j 2

3888

)]
+ O(ρ2),
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Qij (ρ) = − (−1)i+j

i2 − j 2

[
1

18
+

ρ

1296

(
1

i2
+

1

j 2

)]
+ O(ρ2),

H00(ρ) = π4

58 320
+

π6

2204 496
ρ + O(ρ2),

Hjj (ρ) = 1

j 4

(
− 1

1728
+

π2j 2

3888

)
+

ρ

j 6

(
− 13

93 312
+

π2j 2

17 496

)
+ O(ρ2),

H0j (ρ) =(−1)j
√

2

j 4

[
21 − 2π2j 2

7776
+

ρ

j 2

(
17

62 208
+

π2j 2

139 968
− 7π4j 4

131 220

)]
+ O(ρ2),

Hij (ρ) = (−1)(i+j)

(i2 − j 2)2

[
5

648
− i4 + j 4

1296i2j 2

+ ρ

(
− π2

11 664
+

i2 + j 2

3456i2j 2
− 11(i6+j 6)

93 312i4j 4
+

π2(i4 + j 4)

23 328i2j 2

)]
+ O(ρ2)

and for large values of ρ and finite values of the indices i and j (i/ρ � 1j/ρ � 1):

Q0j (ρ) = +
216(−1)j (2j − 1)

π2ρ2√ρ
+

11 664(−1)j (2j − 1)

π4ρ3√ρ
+ O(ρ−9/2),

Qij (ρ) = −18(−1)(i+j)(2j − 1)(2i − 1)

π2(i − j)(i + j − 1)

[
1

ρ2
+

36

π2ρ3

− 162

π2ρ4

(
8

π2
− (2j − 1)2 − (2i − 1)2

)]
+ O(ρ−5), (A.1)

H00(ρ) = 1

4ρ2
+ exp

(
−π2ρ

18

)(
− π2

18ρ
− π4

324
+

π6

17 496
ρ

)
+ O

(
exp

(
−π2ρ

9

))
,

Hjj (ρ) = 108

π4ρ4
(3 + π2(2j − 1)2) + O(ρ−5),

H0j (ρ) = 108(−1)j (2j − 1)

π2ρ3√ρ
+ O(ρ−9/2),

Hij (ρ) = (−1)(i+j)(2i − 1)(2j − 1)

(i − j)2(i + j − 1)2

324

π4ρ4
((2j − 1)2 + (2i − 1)2) + O(ρ−5).

We now show how to obtain a further set of asymptotic results. We start by outlining a
systematic method yielding the roots yj (ρ) of equation (15),

yj (ρ) tan(πyj (ρ)) = x, j − 1
2 < yj (ρ) < j, j = 1, 2, . . . , (A.2)

at x ≡ cπρ/36, c = −1 and we present the roots yj (ρ) of equation (A.2) in the form

yj (ρ) = j + zj (ρ), − 1
2 < zj (ρ) < 0.

In this notation (A.2) becomes

(j + zj (ρ)) tan(πj + πzj (ρ)) = x,

or

πzj (ρ) = arctan

(
x

j + zj (ρ)

)
= arccot

(
j

x
+

zj (ρ)

x

)
. (A.3)

For |x| � 1, we can expand the right-hand side of this equation in a series in the small
parameter zj (ρ)/x = ε, |ε| � 1, and find the leading approximation z

(0)
j (ρ) to zj (ρ). To
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calculate zj (ρ) to the required accuracy, we will write it in the form of a series with respect to
a formal parameter λ

zj (ρ) = zj (ρ, λ) = z
(0)
j (ρ) +

∑
n=1

λnz
(n)
j (ρ). (A.4)

The λ will be put to 1 in the final results. Introducing the scaled variables X = xλ, J = jλ,
we rewrite equation (A.3) as

πzj (ρ) = arccot

(
J

X
+ λ

zj (ρ)

X

)
. (A.5)

Substituting (A.4) into (A.5), we expand the right-hand side of equation (A.5) in a Taylor
series with respect to the formal parameter λ. We obtain a recurrent set of algebraic equations
for the unknown coefficients z

(n)
j (ρ). We find the result:

zj (ρ) = − ãj

π
− λ

ãjX

π2(X2 + J 2)
− λ2 ãjX(X + J ãj )

π3(X2 + J 2)2

+ λ3
ãjX

(−9XJ ãj + X2
(
ã2

j − 3
)− 3J 2ã2

j

)
3π4(X2 + j 2)3

+ O(λ4),

where ãi = arctan(|x|/i) and ãj = arctan(|x|/j). For |x| � 1 one then has asymptotic
expressions, uniform with respect to i and j , for the potential curves, surface functions and
matrix elements. Letting I = λi, J = λj,X = λ|x|, we obtain:

εi = π2i2

36|x|2
(

1 − 2ãi

i
(1 + o(1))

)
=
(

6i

ρ

)2

− 72iãi

πρ2
+ · · · ,

Bi = 1

π1/2

[
cos(6iθ(n)) +

6ãiθ

π
sin(6iθ(n))

]
(1 + o(1)),

Q0i = λ3/2 (−1)iπ1/2IX1/2

18(X2 + I 2)3/2
− λ5/2 (−1)iX1/2(2X2ãi − XI − 4I 2ãi )

36π1/2(X2 + I 2)5/2

− λ7/2 (−1)iX1/2
(
12X3ãi + 3X2I

(
12ã2

i − 1
)− 32XI 2ãi − 24I 3ã2

i

)
144π3/2(X2 + I 2)7/2

+ O(λ9/2),

H0i = λ5/2 (−1)iπ3/2I (X2 − I 2)

1296X1/2(X2 + I 2)5/2

− λ7/2 (−1)iπ1/2(2X4ãi + 5X3I − 14X2I 2ãi − 9XI 3 + 4I 4ãi )

2592X1/2(X2 + I 2)7/2
+ O(λ9/2),

Hii = −λ3 πI (X2ãi − 3XI − I 2ãi )

1944(X2 + I 2)3
+ O(λ4),

Qij = λ2 (−1)i+j IJ

18(J 2 − I 2)(X2 + J 2)1/2(X2 + I 2)1/2

− λ3

[
(−1)i+j 2X2(X2 + I 2 + J 2)(I 2 + J 2)(J ãi − I ãj )

36π(J 2 − I 2)2(X2 + J 2)3/2(X2 + I 2)3/2

+
(−1)i+jXIJ (2X2 + I 2 + J 2 + 2XIãi + 2XJ ãj )

36π(J 2 − I 2)(X2 + J 2)3/2(X2 + I 2)3/2

+
(−1)i+j 4I 3J 3(I ãi − J ãj )

36π(J 2 − I 2)2(X2 + J 2)3/2(X2 + I 2)3/2

]
+ O(λ4),

Hij = λ3 XIJπ2(−1)i+j

648(X2 + I 2)3/2(X2 + J 2)3/2
+ O(λ4).
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Using, then, these asymptotic results, we find:

W(∞)(ρ) = − 18

π2ρ2
+ O(ρ−4) ≈ −1.823 78ρ−2,

∞∑
j=1

�−1
0j H 2

0j = − 9

32π2ρ4
+ O(ρ−5) ≈ −0.028 49ρ−4,

−
∞∑

j=1

�−1
0j (Q′

0j )
2 = 333

32π2ρ4
+ O(ρ−5) ≈ 1.054 37ρ−4,

2
∞∑

j=1

�−1
0j Q0jH

′
0j = 9

16π2ρ4
+ O(ρ−5) ≈ 0.056 99ρ−4,

−2
∞∑

j=1

�−1
0j Q0jQ

′′
0j = 369

16π2ρ4
+ O(ρ−5) ≈ 2.336 71ρ−4,

∞∑
j=1

�−2
0j H0jQ0j (�

′
0j − �′

0j ) = O(ρ−5),

∞∑
j=1

�−2
0j Q0jQ

′
0j (�

′
0j + 3�′

0j ) = − 27

4π2ρ4
+ O(ρ−5) ≈ −0.683 91ρ−4,

∞∑
j=1

�−2
0j Q2

0j (�
′′
0j + �′′

0j ) = O

(
exp

(
−π2ρ

18

))
,

∞∑
j=1

�−3
0j Q2

0j (�
′
0j + �′

0j )(�
′
0j − 2�′

0j ) = O

(
exp

(
−π2ρ

18

))
,

δU(∞)(ρ) = 27

π2ρ4
+ O(ρ−6) ≈ 2.735 67ρ−4.

The calculated asymptotic values, W(∞)(ρ) and δU(∞)(ρ), confirm the numerical estimations
(25) with a guaranteed accuracy of orders O(ρ−4) and O(ρ−6), respectively.

Appendix B. Asymptotic behaviour of the effective potentials

For the evaluation, as ρ → ∞, of the matrix elements Q0i (ρ),Q′
0i (ρ),H00(ρ) and H0i (ρ),

involved in the definition of the effective mass and the non-adiabatic correction (24), we make
the change of variables, η = ρ cos θ , for fixed ρ, in their defining expressions (13). If we
put 6j/ρ = |p| and 6jθ(n) = |p|η, j = 1, 2, . . . , then in each sector (n = 0, . . . , 5) of the
plane, |η/ρ| will be �1, and the basis {B0(ρ; θ), Bj (ρ; θ)} will correspond to the following
set of asymptotic functions {φ0(η), φp(η)}:

B0(ρ; θ) → √
ρφ0(η), Bj (ρ; θ) → φp(η)

cos(δ(p))
. (B.1)

Here δ(p) = −arctan|p|/κ̄ + π/2 is a phase shift, and the functions have the form

φ0(η) = √
κ̄ exp(−κ̄|η|), φp(η) =

√
1

π
(cos(p|η| + δ(p)).
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These functions are eigenfunctions of the corresponding eigenvalue problem

h(0)φ0(η) = ε
(0)
0 φ0(η), ε

(0)
0 = −κ̄2,

h(0)φp(η) = ε(0)
p φp(η), ε(0)

p = p2,
(B.2)

of the pair Hamiltonian, in one of the chosen pair channels (for |η/ρ| � 1):

h(0) = − ∂2

∂η2
− 2κ̄δ(|η|).

They satisfy the following orthogonality and completeness relations:

〈0|0〉 =
∫ +∞

−∞
φ∗

0 (η)φ0(η) dη = 1,

〈0|p〉 =
∫ +∞

−∞
φ∗

0 (η)φp′(η) dη = 0,

〈p|p′〉 =
∫ +∞

−∞
φ∗

p(η)φp′(η) dη = δ(p − p′), (B.3)

|φ0〉〈φ0| +
∫ ∞

0
dp|φp〉〈φp| = 1.

In this representation6, the asymptotic Hamiltonian, corresponding to equations (10) in the
chosen pair channel, takes the form

h(η, ρ) = h(0) +
1

4ρ2
− K̂(0)

ρ2
, K̂(0) = −η2 ∂2

∂η2
− η

∂

∂η
+

1

4
, (B.4)

and expressions for the matrix elements Q0j (ρ) = −Qj0(ρ), K0j (ρ) = H0j (ρ) + Q
′
0j (ρ),

H0j (ρ) = Hj0(ρ) and K00(ρ) = H00(ρ) read:

Q0p(ρ) = Q
(0)
0pρ−1 + O(ρ−5/2), Q

(0)
0p =

∫ +∞

−∞
dηφ∗

0 (η)Q̂(0)φp(η),

K0p(ρ) = H0p(ρ) +
∂Q0p(ρ)

∂ρ
, K0p(ρ) − Kp0(ρ) = 2

∂Q0p(ρ)

∂ρ
,

K0p = K
(0)
0p ρ−2 + O(ρ−7/2), K

(0)
0p =

∫ +∞

−∞
dηφ∗

0 (η)K̂(0)φp(η) = H
(0)
0p − Q

(0)
0p ,

H0p(ρ) = H
(0)
0p ρ−2 + O(ρ−5), H

(0)
0p =

∫ +∞

−∞
dηφ∗

0 (η)Ĥ (0)φp(η),

where

φ∗
0 (η)Ĥ (0)φp(η) =

(
−1

4
φ∗

0 (η)φp(η) + η2 ∂φ∗
0 (η)

∂η

∂φp(η)

∂η

)
, Q(0) = −

(
1

2
+ η

∂

∂η

)
.

For the matrix elements Q
(0)
0p , between the discrete and continuous eigenfunctions of the

pair-channel Hamiltonian h(0) of equation (B.2), we obtain

Q
(0)
0p = − 1

4 〈φ0[η2, h(0)]φp〉 = 1
4

(
ε

(0)
0 − ε(0)

p

)〈φ0|η2|φp〉. (B.5)

6 Note that the asymptotic conditions correspond to a number j > πρ/36 + 1/2 = |x| + 1/2 of the compact adiabatic
basis.
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Accordingly, we find

〈0|η2|0〉 = 1

2κ̄2
, 〈0|η2|p〉 =

√
κ̄

π

8κ̄p

(κ̄2 + p2)5/2
, H

(0)
00 = 1

4
,

Q
(0)
0p = −

∫ ∞

−∞
dηηφ0(η)

∂

∂η
φp(η) = −

√
κ̄

π

2κ̄p

(κ̄2 + p2)(3/2)
,

H
(0)
0p =

∫ ∞

−∞
dηη2

(
∂

∂η
φ0(η)

)(
∂

∂η
φp(η)

)
=
√

κ̄

π

4κ̄p(p2 − κ̄2)

(κ̄2 + p2)(5/2)
.

(B.6)

Using these results, we can evaluate the following sum rules:

4
∫ ∞

0
dp

Q
(0)
0pQ

(0)
p0

ε
(0)
0 − ε

(0)
p

= −〈0|η2Q̂(0)|0〉 = 〈0|η2|0〉 = 1

2κ̄2
,

∫ ∞

0
dp

H
(0)
0p H

(0)
p0

ε
(0)
0 − ε

(0)
p

= − 1

8κ̄2
, 4

∫ ∞

0
dp

Q
(0)
0pH

(0)
p0

ε
(0)
0 − ε

(0)
p

= − 1

4κ̄2
.

(B.7)

In the second order of conventional perturbation theory, with ρ−2 as a small parameter, and
with |j 〉 = |0〉 for the ground state, we can write in one chosen pair channel (for |η/ρ| � 1):

h(η, ρ)φj (η, ρ) = εj (ρ)φj (η, ρ), (B.8)

εj (ρ) = ε
(0)
j + ρ−2ε

(1)
j + ρ−4ε

(2)
j + O(ρ−6), (B.9)

where

ε
(1)
0 = 1

4
− H

(0)
00 = 0,

ε
(2)
0 =

∫ ∞

0
dp

K
(0)
0p K

(0)
p0

ε
(0)
0 − ε

(0)
p

=
∫ ∞

0
dp

Q
(0)
0pQ

(0)
p0 + H

(0)
0p H

(0)
p0

ε
(0)
0 − ε

(0)
p

= 1

8κ̄2
− 1

8κ̄2
= 0.

(B.10)

Using the above asymptotic forms for the potential curves and the matrix elements, and
dropping the matrix elements between states of the continuous spectrum, we then have, using
the representation of the pair channel |i〉 = |0〉 in equation (B.8), the following approximation
of the system (12) for the unknowns χ̄ as = ρ1/2χ :(

d2

dρ2
+ q2

)
χ̄ as

00(ρ, q) =
∫ ∞

0
dp

[
H

(0)
0p − Q

(0)
0p

ρ2
+

2Q
(0)
0p

ρ

d

dρ

]
χ̄ as

p0(ρ, q),

(
d2

dρ2
− ε(0)

p + ε
(0)
0 + q2

)
χ̄ as

p0(ρ, q) =
[

H
(0)
p0 − Q

(0)
p0

ρ2
+

2Q
(0)
p0

ρ

d

dρ

]
χ̄ as

00(ρ, q),

(B.11)

where q2 = ε = 2E − ε
(0)
0 —is twice the relative energy counted from the pair threshold

ε
(0)
0 = −κ̄2.

Appendix C. Canonical asymptotic transformation

To find asymptotic solutions χ̄ as(ρ) of equations (B.11), in second order of an operator
perturbation theory, we formally apply a canonical transformation, T = exp(ıS(0)), to obtain
a new representation where χ̄new(ρ) = T χ̄ as(ρ):

χ̄ as
j0 = T −1

j0 χ̄new
00 , χ̄new

00 =
∑

j

T0j χ̄
as
j0,

〈0|T |0〉 = 〈0|T −1|0〉 = 1 = 〈0|0〉.
(C.1)
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This leads to a projection of the above system of equations onto the pair channel |0〉∑
ij

T0i (H
old − q2)ij χ̄

as
j0 =

∑
ij

T0i (H
old − q2)ij T

−1
j0 χ̄new

00

= (H new
00 − q2

)
χ̄new

00 = 0, (C.2)

if the non-diagonal matrix elements of generator S(0) are defined by

ıS
(0)
0p = 1(

ε
(0)
0 − ε

(0)
p

)
(

H
(0)
0p − Q

(0)
0p

ρ2
+

2Q
(0)
0p

ρ

d

dρ

)
, (C.3)

which cancels the right-hand side of equation (B.11). Restricting the expansion of the
exponential to second order, i.e., expressing exp(ıS(0)) ≈ 1 + ıS(0) + (ıS(0))2/2, we obtain a
unique pair channel equation, with an effective mass and potential for the state |0〉, in the new
representation χ̄ eff ≡ χ̄new:(

− d

dρ

(
1 +

W
(0)
00

ρ2

)
d

dρ
+

δU
(0)
00

ρ4
− q2

)
χ̄new

00 (ρ) = 0. (C.4)

Using sum rules (B.7), we explicitly calculate the asymptotic values of corrections for an
effective mass

W
(0)
00 = −4

∫ ∞

0
dp

Q
(0)
0pQ

(0)
p0

ε
(0)
0 − ε

(0)
p

= −〈0|η2|0〉 = − 1

2κ̄2
(C.5)

and for an effective potential

δU
(0)
00 =

∫ ∞

0
dp

(
H

(0)
0p

)2 − (Q(0)
0p

)2 − 4Q
(0)
0pH

(0)
0p − 4

(
Q

(0)
0p

)2(
ε

(0)
0 − ε

(0)
p

)
≡
∫ ∞

0
dp

V
(1)

0p

�
(0)
0p

=
(

− 1

8κ̄2
+

1

8κ̄2
+

1

4κ̄2
+

1

2κ̄2

)
≡ 3

4κ̄2
. (C.6)

For large ρ, to an accuracy of order O(ρ−4), equation (C.4) reads[
d2

dρ2
− 2W

(0)
00

ρ3

d

dρ
+ q2

(
1 − W

(0)
00

ρ2

)
− δU

(0)
00

ρ4

]
χ̄new

00 (ρ) = 0. (C.7)

For q〈0|η2|0〉/(2ρ) � 1, the continuous spectrum solutions of equation (C.7) can be put into
the form

χ̄new
00 (ρ) ∼ sin

[
qρ

(
1 − 〈0|η2|0〉

2ρ2

)
+ δ

]

≈ sin(qρ + δ) − q
〈0|η2|0〉

2ρ
cos(qρ + δ), (C.8)

where δ ≡ δ(q) is the phase shift of the elastic scattering in the open pair channel |0〉,
below the main three-body threshold, E = 0. The solutions χ̄p(ρ) of the system (B.11) are
connected with the solution χ̄new

00 (ρ) of the effective equation (C.7) by the inverse asymptotic
transformation (C.1), which reveals a weak asymptotic coupling of the closed channels

χ̄ as
j0(ρ) = T −1

j0 χ̄new
00 (ρ) ∼ exp

[
−〈j |η2|0〉(1 − δj0)

2ρ

d

dρ

]
χ̄new

00 (ρ). (C.9)
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Using (C.8) into the above, we obtain asymptotic solutions for equations (B.11),

χ̄ as
00(ρ) = χ̄new

00 (ρ),

χ̄ as
j0(ρ) = T −1

j0 χ̄new
00 (ρ) ∼ −〈j |η2|0〉(1 − δj0)

2ρ
q cos(qρ + δ).

(C.10)

The partial component F in the two-body channel |0〉

F0 =
(

|φ0〉〈φ0|φ0〉 +
∫ ∞

0
dp|φp〉〈φp|T −1|φ0〉

)
χ̄new

00 (ρ), (C.11)

subject to the completeness condition (B.3), is defined by the relation

F0 ∼ φ0(η)

[
sin(qρ + δ) − q

η2

2ρ
cos(qρ + δ)

]
. (C.12)

For qη2/(2ρ) � 1, we have, with an accuracy of order O(ρ−1), a true separable representation
in terms of the Jacobi coordinates (ξ, η)

F0(ρ, η) ∼ φ0(η) sin

[
q

(
ρ − η2

2ρ

)
+ δ(q)

]
→ φ0(η) sin(q|ξ | + δ(q)) ∼ φ0(η)χ̄

(0)
00 (ξ).

(C.13)

It is evident that, with increasing q, the role of the nonadiabatic coupling grows. In general,
the discrepancy between ξ ∼ ρ(1 − η2/(2ρ2)) and ρ =

√
ξ 2 + η2, which leads to the weak

asymptotic coupling in equation (C.9), can be neglected only in the adiabatic limit q → 0.
So, if we omit the nonadiabatic term in equation (C.7) and take the adiabatic behaviour

χ̄ad ∼ sin(qρ + δad(q)), (C.14)

we then find the obvious difference between the true and the adiabatic phase shifts δ and δad,

δ(q) = δad(q) + q
〈0|η2|0〉

2ρ
. (C.15)

Thus, we have found not only an effective approximation (C.4)–(C.7) for the system (B.11)
of the adiabatic equations, but also a way to find the asymptotic behaviour of their solutions.
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