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ABSTRACT
A three-body scattering problem is formulated in an adiabatic representation as a multichannel spectral problem
for a system of one-dimensional integral equations using the Schwinger variational functional. The stable New-
tonian iteration schemes for calculating the eigenfunctions and eigenvalues which are phase shift and energy for
continuous and discrete spectrum, correspondingly, are elaborated. Convergence and efficiency of the proposed
schemes are demonstrated using the exact solvable model of three identical particles (bosons) on a line with
pair attractive ö-potentials.
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1. INTRODUCTION
In nuclear and atomic physics the scattering problems are connected with the calculations of a scattering
amplitude, phase shifts and mixing parameters, comprising the definition of the asymptotic wave functions
obeying to the Schrödinger equation with the pair short-range potentials V' and with an effective long-range
potentials.2 To solve the scattering problem different methods are used. One of the common approaches is the
Schwinger variational method based on the following expression for the variational functional3:

f(k k') = _I (k'IVIL)(iIVIk)
(1), 2r (IV —VGoVij)

Here I) are the basis functions, G0 is the Green function. It allows to calculate amplitudes and scattering
phases more accurately than in Born approximation.4 It was 56 that it is possible to find effectively
the solutions of a scattering problem using different iteration schemes constructed on the basis of Schwinger
variational functional Eq. (1), utilizing the separable approximation for the short-range potential

{

v= >:r2.=1 Vfrj)d(ijjjV; (2)ii — (mI fri).

Nevertheless, the problems of construction the stable iteration schemes permitting calculations of the solutions
with predetermined accuracy, are still actual.

In the paper,7 the stable iteration scheme has been constructed for the solution of the scattering problem for
Schrödinger equation based on the Continuous Analogue of Newton's Method (CANM), using the additional
Huithen variational functional. In present paper, the CAMN is applied to solve a multichannel scattering
problem with a predetermined accuracy in the framework of the system of integral equations and using the
additional Schwinger variational functional Eq. (1). Convergence and efficiency of the proposed schemes are
demonstrated for the exact solvable model of three identical particles on a line with pair attractive ö-potentials.8
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2. THE THREE—BOSON PROBLEM IN ADIABATIC REPRESENTATION
We consider three identical particles in the local Jacobi coordinates {, ij} e R2 in the center-of-mass reference-
frame-system:

— (1\h/2
11

— ) X1 — X2),
(3)= (2)1/2 [(X1±X2) -X3],

where {x1 , X2 , X3} E R1 are the Cartesian coordinates of the particles on a line. In polar coordinates p and 8

i=pcos8,=psinO, (4)

the Schrödinger equation for a partial wave function (p, 8) has the form:

— + (p,8) + V(p,8)'1(p,8) = E(p,8). (5)

Here E is the relative energy in the center-of-mass coordinate system, m = (mim2 + m1m3 + m2m3)/(ml +
m2 + m3) is the effective mass, the potential function V(p, 8) is defined as the sum of the pair potentials

V(p, 8) = V(Vpcos8) + V(V'pI cos(8 — 2ir/3)I) + V(s/pJ cos(8 + 2ir/3)I). (6)

We choose these pair potentials V(V%) =(Il)/v as delta-functions of a finite strength g =c/(h2/m),
and consider an attractive case c = —1 and k = r/6.

Let us select h- the parametric Hamiltonian at each fixed value p e R (in a.e. h = m = 1):

h =
p2392

—On), On =nr/3+r/6, n = O,1,...5. (7)

The complete set of the orthogonal adiabatic functions B(p, 8) E L2(C) includes the solutions of the eigenvalue
problem on circle C(—r � 8 ir)

hB (p, 9) = j (p)B3 (p, 9)

<B2 (p, 9) lB3 (p, 9) >=f B (p, 9)B (p, 9)d9 = o3. (8)

The corresponded boundary problems for calculation ej(p), B(p, 9) may be written as follows:

82B0(p,9)
592

=
6Yo(P)) Bo(p,9),

1 OB0(p, 9) cir

59
=

--Bo(p,9) ,
(9)

1 SB0(p, 9) cir=
—--Bo(p,9)

52B(p,9) ——
592

—
6Yi(P)) ij(p,9),

15B3(p,9) — cir
— ______ —

-jBj(p,9) (10)

i5B(p,9) — c7r
—

—---B3(p,9)
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Figure 1: The orthogonal adiabatic functions B(p,8).

The set of eigenfunctions symmetrical against interchanging of the particles including the basis states for
six sectors of circle (see Fig. 1)

Bo(p, 8) = J(y_z2)+IxJ cosh [6yo(8 nr/3)]
11

B(p,8) = cos [6y(8 — n/3)] ,

( )

has been proposed8 for
nir/3 — r/6 < 8 < nr/3 + ir/6, n = 0, 1, . ..5. (12)

The eigenvalues eo(P) and çj(p),j = 1,2,3, ... are determined via the reduced eigenvalues 110(P) and y(p),j =
1,2,3,...,

eo(P) = - (6Y(P))2 , €(p) = (6Y(P))2 . (13)

The roots Yo(P) and y(p), j = 1,2, 3, ..., are the solutions of transcendental equations, which follow from the
boundary problems (9, 10):

yo(p)tanh(iryo(p)) = —x, 0 Yo(P) < oo, x = cfp, c = —1,
(14)y(p)tan(iry(p))=x, j<y3(p)<j, j=1,2,3

The eigenvalue çj(p) has following asymptotic behaviour for large p:

(0) . #i.2 I 6(j — 1/2)\2

60 o(P) = — -4
p ) (15)

and for small p
I 2 4 '1 r 7r 2' 163\o(p)Ip-+o + 1+ + 1458o) (p)I—÷o —+ . (16)

Let us express the wave function 'I'(p, 8) in terms of complete orthogonal set of adiabatic functions B3(p,8)

P(p,8) =x(p)B(p,8). (17)

As the result of projection of Eq. (5) onto B(p,9), we obtain the system of coupled adiabatic equations

(p+2E_e(p)) Xi(P) = (_A(p) — fA(p) Lc€)+H()) Xj(P), (18)
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where A = {A}1 is anti-Hermitian and H = {H}3 is the Hermitian matrix,

A1 (p) = (B (p, 8) (p, 8)) , (p) = ( j-B(p, 9) j-B (p, 0)) . (19)

The matrix elements {A} = —{A}2 , {H} = {H} (see Fig. 2) have the following asymptotics for large

6r _________ 0.0008

20

oe

:
I -cL0004 F I

OiXQ

OiOO4

H

c.150
0.06 c—I

40

0ooo30

0c
10

____________________ -02 11 -a0008 0J01
H,2C j _________________ _________________4_ - - - •1L04 . , . - MUIL flfl(t ____________________

U 2 4 6 8 10 0 10 20 30 40 0 o io o 4 50 0 10 0 30 40 51

p p p p

Figure 2: The potential curves çj(p) and matrix elements (p) and JJ23 (p).

and small p in the case of finite values of index i and j:

— (i)iJ I i I i ir2j2 \

j2
p—+o, A0 =

(_i)i+iIi 1 i i\
i2-j2p-+o, =

ir4 6 31ir8 2p—+o, H00 = +
58320 22O4496 5952l392OO

1 1 i 22\ p f 13 ir2j2
\

p -4 0, JJ =
\___ia ) + -

(93312
+ 17496) +

(_1)i/ I 7 2j2 p ( 17 17r2j2 7ii-2j2
p—+O, H0 = ____ ____ _____+

62208
+

139968
—

2099520)
(_i)(i+i) 1 5 1 f2 2\p—O, H23 = ______ ___
(i2 -22 1296( +

+ ( 2 1 (i 1 ii ( 2
11664+3456i2+)

—
933124+)

+ -L
2

(i2 .12))]23328 j2

432(—l)3(j — 1/2) 23328(—l)(j — 1/2)p—+oo, A0 = +
7r2p2fli

— 1/2)(i — 1/2) 1 72 2592
P—*oo, A =

(i_1/2)2_(j_1/2)2
46656— 64 (2 — 2((i — 1/2)2 + (i — 1/2)2)) +...]
1 I 2 ir4 6poo, H00 = ___
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(7g) 

.(d)2X(() 
_ (d)+ (d)H) +(d)cX ((d)FH+ )y (d)cyJ _ J(d)cv_) = (d)X(d) 

'(d) OX( _ (d)O + (d) °°H) + (d) cx ((d) FOH + (d)(oy (d) OyJ _ (d) coy_) 
= (d)X(d) on 

:poonpoirn oq u Suousp UAtOJJOJ Oq pu 

(g) 
'0 '(d)X(d) = (d)X 

(g 
- g() d) 

'(d)X(d)O = (d)OX (b+ JdJ) 

:e uoui q iw (g) suonb jo masAs ot •UorpUnj U0013 jo UOUU1:JOP U! UflOO OWT U)J oq DAt 'd/T ' Aminus tj sq o = d 
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Using the Green function the formal solutions of the system (23, 24) can be represented in integral form

I Xo(P) = Jo(qp) + Jo(qp<)Yo(qp>)Vo(p')x(p')p'dp',
p00

2
(25)

I Xi(P) = —J K6(kp>)I6(kp<)V(p')x(p')p'dp', i 0.
0

As follows from (16) the integrand function V2(p)x(p)phas no peculiarity at the point p =0.

The asymptotic of solution Xo(P) at p —+ oo is as follows:

xo(P)
—+ Jo(qp) + pYo(qp) -4 /;: (sin (qp + ) — cos (qp + )) (26)

A-1 ,i = tan(') = Jo(qp)Vo (p)(p)pdp, (27)

;=_o'+m rn=0,1,2 (28)

Here = ö(q) is the value of the required phase shift at the fixed value of momentum 0 < q ir/6. Using the
expression (27), obtained as a result of transformation identical to (25), one can gets the following system of
integral equations

{

Xo(P) — IL Jo(qp<)Yo(qp>)Vo(p')x(p')p'dp'= AJo(qp) f Jo(qp)Vo(p)x(p)pdp,
(29)

Xi(P) + f0 K6(kp>)I6(kp<)V(p )x( )p dp = 0, i 0.

Let us introduce the matrix integral operators

Xo(P) — Jo(qp<)Yo(qp>)Vo(p')x(p')p'dp',
C(p,p')x(p')= Qo0

Xi(P) +J K6(kp>)I6(kp<)V(p')x(p')p'dp', i 0,
0 30

D(p, ')x(') = Jo(qp) J Jo(qp)Vo(p)x(p)pdp,
0, i 0,

where x() = (Xo(p),Xi (i')' )T the vector-function.
Using the (30) we can get the generalized eigenvalue problem for the system of integral equations (29)

(C(p, p') — AD(p, p'))x(i1) = 0, (31)

with respect to a pair of the unknown variables: the vector-function x(') and the spectral parameter A =
cotc5'. Let us add the condition of orthogonality to Eq. (31)

F(A, x) = (V(p)x(p), (C(p, p') — AD(p, p'))x(p')) = 0,
T (32)V(p)(p) = (V1 ()x() V2()x() ...)

From this condition of orthogonality we have the expression for calculating the spectral parameter A

A (V(p)(p),C(p,p')x(p'))
(33)(V(p)x(p), D(p, ')x('))'

which corresponds to the Schwinger variational functional.3 Eq. (31) can also be derived using variation of
this functional.
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2.2. Iteration schemes for the solution of the scattering problem
The discretization on appropriate nodes of grid 1 allows us to reduce problem (31), (33) to generalized algebraic
eigenvalue problem

(C—Ai!J):=o, (34)

F(A, ;) = (Vi, (C — A);) = 0, (35)

where C and : are square matrices of dimensions (Ngrid x Ndirn) x (Ngrid x Ndirn) and is a vector of
dimension Ngrid x Ndim. Here Ngrid is the number of nodes of grid 1h, Ndim is the number of equations.

Let us represent the eigenvalue problem (34, 35) in the form of a nonlinear equation

(a,) = ( ) =0, (36)

with respect to the couple of the unknown variable z = {A, } R x Y, Y C B, at the fixed value of parameter
a=k ER.

Let us consider the scheme of solution of this nonlinear equation using the Continuous Analogue of New-
ton's Method which consists in the replacement of the source of nonlinear stationary problem (36) with the
evolutionary Cauchy problem9:

d(a, z(t)) = —(a, z(t)), (37)

z(O)=zo. (38)
Here t (0 � t < oo) is the continuous parameter, trajectory z(t) depends on it, " is the Frechet derivative,
zo is the element in a vicinity of the required solution z (A* ,y*) to (36). The proof of the convergence of
continuous trajectory z(t) at t — oo to solution z under conditions of continuity p , çd and existence of the
restricted operator (v)' in the vicinity z is based on existing of the integral of the Cauchy problem (37) -
(38)

(a, z(t)) = e_t(a, Zø). (39)
The discrete approximation over argument t ofthe problem (37) - (38) on the basis of the Eulerian representation
reduces it to the solving of a succession of linear problems

ço'(a,zk)zz = —(a,zk),
(40

Zk+1 Zk + TFAZk,

and special choice of parameter Tk can optimize the rate and stability of the convergence Zk -4 Z
For the numerical solution of Eq.(36) the iteration scheme12 (40) was realized:

vn = _;(fl),(— =
— _ A 41/in — (V'), ;(n)) fl'

£(n+1) n) r(v + Uji),
Afl+i A + 'rn/Ln,

where n = 0, 1, 2, . . . ; 0)} is the initial approximation from neighborhood of the required solution. To
choose the iterative step r, the formula r = z(0)/(z(0) + z(1))'° was applied, where z(t) is the basis
component of residual (41) in C2. Here uniform grid of nodes was used 1h = {Co i0, (ii j+h, Ngrjd
0.999, h = (CNgrid — Co)/Ngrid} that approximate the finite interval 0 � ( = p/(l + p) I at the values of
Ngrid = 840 and h 0.001248.

The numerical results of calculations of the phase shift are presented in Table 1. When the number of
equations was increased up to Ndim = 6 the results converge to the known analytical values with the accuracy
up to 5 i0. Extrapolating the number Ndim, the accuracy 1 .i0 is reached. As follows from Table 1, the
values of the phase shift are more exact when momentum q is less for the same number of equations. In figure 3
the eigenfunctions Xi' = 0, ...,5 at q = 0.5 are shown demonstrating convergence of adiabatic expansion (17).
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Table 1. The values of phase shift 5 depending on momentum q and the number of equations
N. For comparison the value of phase shift at N = 1 , and the exact phase shift2 exact
3/2ir — arctg(8vq/ir/(1 — q2/(ir/6)2)) are reduced to four digits. In column oo the reduced
values 6, obtained by extrapolation by the number of equations are shown.

q\N 1 2 3 4 5 6 oo 2
öexact

0.002 4.066 4.701 4.704 - - - 4.705 4.08 4.703
0.10 4.253 4.277 4.280 4.282 4.283 4.284 4.284 4.25 4.283
0.20 3.869 3.899 3.904 3.907 3.908 3.910 3.911 3.87 3.910
0.30 3.557 3.596 3.604 3.607 3.609 3.610 3.612 3.56 3.611
0.40 3.305 3.353 3.363 3.366 3.368 3.369 3.372 3.30 3.373
0.50 3.097 3.157 3.169 3.172 3.174 3.176 3.179 3.10 3.181

{

'ld d 2-P; q ) Xo(P) Vo(p)(p),

(
ld d — ()2 k2) Xi(P) = Vi(p)x(p), i 0,

where = q2(k) = —2E+e is the binding energy of the three particle system, measured from the two-particles
threshold, —k2 =2E is the energy of the three particle system and Vo(p) and V(p) are effective potentials defined
by relations (24). Solutions of the system (42) can be presented in the form of integral equations:

Ko(qp>)Io(qp<)Vo(p')(p')p'dp',

K6(kp>)I6(kp<)Vj(p')(p')p'dp', i 0.

— 100 Ko(qp>)Io(qp<)Vo(p')x(p')p'dp',
D(p,p')x(p')= oo

— I K6(kp>)I6(kp<)Vj(p')(p')p'dp', i 0.
0

(43)

p p p

Figure 3: The eigenfunctions Xj(P), i =0, ...5 of continuous spectrum problem (34, 35) at q=0.5

2.3. The discrete spectrum problem in multichannel approximation
Let us consider the problem of calculation of the bound states of three particles system describing by Eq. (5).
In the case of the closed channel 0, the system of equations (18) may be written as follows:

(42)

Let us introduce the matrix integral operators

(44)
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Then (43) become the eigenvalue problem with respect to the vector-functions x(') and the spectral parameter
k

(I
— D(p, p'))x(d) = 0, (45)

where I is the unit operator. The eigenfunctions of Eq. (45) should obey to the orthogonality conditions:

F(k, x) = (V(p)x(p), (I — D(p, '))x(p')) = 0,
(46)V(p)x(p) = (V1(p)x(p), V2 ()x() )T

2.4. Iteration schemes for solving the discrete spectrum problem
The eigenvalue problem (45) and (46) can be presented as nonlinear equation (36)

I \ I (I—D)X F(k,)
—

with respect to z = {k,x} E R x L2 that depend on ofthe additional parameter 0 < t < oo, i.e.z(t) = {k(t), (t)}.
Then instead of (47) we have the main evolutionary equation for finding the trajectory z(t)

(48)

with initial conditions z(O) = {k(O) = k0,x(O) = x° } in the vicinity of the required solution, where D'A, is a
derivative of the integral operator D for k.

If the operator V(I —D) is self-conjugate and the condition

(x,V(I — D)) = (V, (I — D)), (49)

is fulfilled, then we have the following additional evolutionary equation

(V -D)) + (V (I - D) -D) = -(V, (I -D)), (50)

which gives

(VX (I - D) =0. (51)

Using the representation for the total derivative

dô Ddk
2dt_Ut+akdt (5)

one can get the system of equations for derivatives

( 0x —
) 0t X 53j (I—D)=D.

Substituting (52) in (51) and accounting (53) the expression for the increment can be derived as follows:

dk (V,(I—D))
54dt —

(Vx,D'kx)
( )

The functional in right-hand side of (54) corresponds to Schwinger variational functional.3

Using discretization at the proper grid of nodes 11hand approximation (36) of the derivatives of the solution,
the problems (45) and (46) are reduced to the algebraic eigenvalue problem

(I—itJ)=0, (55)
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Table 2. The energy of ground state depending on the number of equations N and step h. In last
column the reduced value of energy is presented, obtained using the extrapolation according to
the step h. 2E = —1.096 622 711 + 0(1 1O0) qç2/9.

W h h/2 h/4 h—+O
1 -1.096514763 -1.096460535 -1.096447064 -1.096442 612

2 -1.096692582 -1.096637992 -1.096624431 -1.096619 948

3 -1.096695093 -1.096640489 -1.096626924 -1.096622 440
4 -1.096695313 -1.096640706 -1.096627140 -1.096622 656

5 -L096695352 -1.096640744 -1.096627177 -1.096622 694
-1.096695362 -1.096640755 -1.096627178 -1.096622 705

F(k, ;) = (Vi, (I — )) = 0, (56)

where I is the unit matrix. I and D are square matrices of dimensions (Nyrid x Ndim) x (Ngrid x Ndim) and
; is the vector of dimension Nyrid x Ndim. Here Ngrid is the number of nodes of grid and Ndim is the
number of equations.

For numerical solution of Eq. (55), the following iteration scheme was used:

vn = _(n),
(I — i)u =

— , (I—D)('))/in —
(V(n), n))

(n+1) (n) r(v +
L+1 = + T/2,

where n = 0,1, 2, . . . ; {o 0)} is the initial approximation from the neighborhood of the required solution.
Here uniform grid of nodes was used 1h = {(o 10_b, ( h, CNgrid 0.98, h (CNgrjd o)/Ngrid}
that approximates the interval 0 � ( = p/(l + p) 1 at the values Ngrid = 200 and h 0.0049.

The results of calculation of the values of energy of the ground state are presented in Table 2. The value of the
energy of the ground state obtained using the extrapolation of the results from column h -+ 0 by the number
of equations, coincides with the value of the energy of ground state 2E = _2/9 —1.096 622 711 . . . with
accuracy up to i0. In figure 4 the eigenfunctions Xi' = 0, ..., 5 are shown demonstrating the convergence of
adiabatic expansion (17).

,

p

0.0

s2,

Figure 4: Plots of eigenfunctions Xj(P), j = 0, ...5 of discrete spectrum problem (55, 56).
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Remark At the realization of algorithm (57) to avoid the restriction of computer memory the iterative
scheme without inversion of matrix was also used:

I (V(m),(m)) = (V(m),im+i(m)), m+1 (m+i)
(58)1 (m+1)m+i(m), in=O,1,2....

It converges almost 1.5 times slowly than (57).

Conclusion
To solve the scattering problem with a predetermined accuracy, the stable iteration scheme was constructed
using the CANM. The multichannel scattering problem was formulated as the eigenvalue problem with respect
to the phase shift and the wavefunction using the Schwinger variational functional. The efficiency of proposed
iteration scheme was demonstrated using the exact solvable model of elastic scattering of three identical particles
(bosons) on a line with pair attractive 6-potentials. The proposed approach allows direct generalization on multi-
dimensional and multichannel scattering few-body problems when eligible choice of approximation of solutions
is possible, for example, separable potentials, Bateman approximations, as well as trial functions with given
variational parameters in the framework of the model of the pair potentials. Beyond of these framework, when
asymptotic states with unknown scattering amplitude are given, the parameters of these states can be found
using the iteration scheme proposed. The approach under consideration can be extended for solution of problems
from nonlinear optics too'3

3. ACKNOWLEDGMENT
We want to express our gratitude to Dr. F. M. Pen'kov and D. V. Proskurin for useful discussions. The
authors also thank RFBR for partial support by grants No 00-01-00617, No 00-02-16332, and No. 00-02-81023-
Be12000a.)

REFERENCES
1. Y. N. Demkov and V. N. Ostrovskii The use of zero-range potentials in atomic physics, Nauka. Moscow.

1975. (in Russian)
2. S.I. Vinitsky, S.Y. Larsen, D.V. Pavlov, D.V. Proskurin //Phys. of Atomic Nuclei, 64, 27(2001)
3. T. Wu, T. Ohmura, Quantum theory of scattering, Prenticle-Hall Inc., N. Y. 1962.
4. Messian A. Quantum mechanics. Amsterdam-North-Holland. V2. 1962.
5. Zubarev A. L. // Soy. J. Particles & Nuci. 9(2), 188(1978)
6. Zubarev A. L. The Schwinger variational principle in quantum mechanics. Moscow. 1981. (in Russian)
7. Vinitsky S. I., Puzynin I. V., Smirnov Yu. S. /1 Soy. J. Nucl. Phys. 52(4), 746(1990)
8. W. Gibson, S.Y. Larsen, and J.J. Popiel // Phys. Rev. A 35,4919(1987)
9. T. Zhanlav , I.V. Puzynin 1/ Comput. Math. Math. Phys. 32(1), 1(1992)

10. V.V. Ermakov, N.N. Kalitkin 1/ USSR. Comput. Math. Math. Phys. 21(2), 235(1981)
11. T. Zhanlav, I.V. Puzynin // Comput. Math. Math. Phys. 32(6), 729(1992)
12. 0. Chuluunbaatar, I.V. Puzynin, S.I. Vinitsky, preprint JINR, P11-2001-61, Dubna, 2001
13. V.V. Serov, V.L. Derbov, S.1. Vinitsky, // Proc. SPIE Vol. 4002, 79 (2000)

Proc. SPIE Vol. 4706 165


